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General strain theory (GST) is usually tested by examining the effect of strain on crime. Researchers, however, have little guidance when it comes to selecting among the many hundreds of types of strain and have trouble explaining why only some of them are related to crime. This article builds on GST by describing the characteristics of strainful events and conditions that influence their relationship to crime. Strains are said to be most likely to result in crime when they (1) are seen as unjust, (2) are seen as high in magnitude, (3) are associated with low social control, and (4) create some pressure or incentive to engage in criminal coping. Drawing on these characteristics, it is predicted that some types of strain will not be related to crime, including types that have dominated the research on strain theory, and that others will be related to crime, including types that have been neglected by empirical researchers.

General strain theory (GST) argues that strains or stressors increase the likelihood of negative emotions like anger and frustration. These emotions create pressure for corrective action, and crime is one possible response (Agnew 1992). Crime may be a method for reducing strain (e.g., stealing the money you desire), seeking revenge, or alleviating negative emotions (e.g., through illicit drug use). GST builds on previous strain theories in several ways: most notably, by pointing to several new categories of strain, including the loss of positive stimuli (e.g., loss of a romantic partner, death of a friend), the presentation of negative stimuli (e.g., physical assaults and verbal insults), and new categories of goal blockage (e.g., the failure to achieve justice goals). Recent research demonstrates that many of the specific strains falling under these categories are related to crime and delinquency (see Agnew 2001a for a summary; Aseltine, Gore, and Gordon 2000; Mazerolle et al. 2000; Piquero and Sealock 2000). The specification of these new categories of strain is GST’s greatest strength.
This strength, however, is also GST’s biggest weakness. GST is so broad that researchers have little guidance as to the specific types of strain to examine in their research. Hundreds of types of strain fall under the major categories of strain listed by GST, as reflected in recent inventories of stressful life events, chronic stressors, and daily life events or hassles (see Cohen, Kessler, and Gordon 1995; Herbert and Cohen 1996 for overviews). And even these inventories do not measure many of the strains described by GST. Furthermore, the broadness of GST makes it difficult to falsify. As Jensen (1995) stated, “if strain can be defined in so many different ways, then strain theory is virtually unfalsifiable. There is always a new measure that might salvage the theory” (p. 152).

It is therefore crucial that GST more precisely specify the types of strain most likely to lead to crime and delinquency. This article represents an attempt to do that. First, strain is defined. Although Agnew (1992) presented a general definition of strain, the term has nevertheless been used in different ways by researchers and it is important to clarify its meaning. Second, previous tests of GST are reviewed to determine what they say about the types of strain most likely to lead to crime. Third, the characteristics of those types of strain most likely to lead to crime are described. Briefly, such strains (1) are seen as unjust, (2) are seen as high in magnitude, (3) are associated with low social control, and (4) create some pressure or incentive to engage in crime. Fourth, these characteristics are then used to predict the likelihood that several types of strain will result in crime. Fifth, suggestions for empirical research are provided.

WHAT IS STRAIN?

Before discussing the types of strain most likely to lead to crime, it is first necessary to clarify what is meant by the term strain. Agnew (1992) stated that strain refers to “relationships in which others are not treating the individual as he or she would like to be treated” (p. 48). Even so, researchers use the term in different ways. Some refer to an objective event or condition (e.g., the infliction of physical abuse, the receipt of poor grades at school), some to the individual’s evaluation of an event or condition (e.g., whether juveniles like the way their parents or teachers treat them), and some to the emotional reaction to an event or condition (e.g., whether respondents are angry at how others treat them). To help clarify the meaning of strain, the following definitions are proposed.

Objective strains refer to events or conditions that are disliked by most members of a given group. So, if we state that an individual is experiencing objective strain, we mean that he or she is experiencing an event or condition
that is usually disliked by members of his or her group. Many events and conditions are disliked by most people, regardless of group membership (e.g., physical assault, lack of adequate food and shelter). The evaluation of other events and conditions varies with group characteristics, such as gender and age (e.g., Broidy and Agnew 1997; Elder, George, and Shanahan 1996). It is, of course, important for researchers to consider the possibility of such group differences when constructing measures of objective strain.

Empirically, it is possible to determine the objective strains for group members in several ways. Observational research is one method. Anderson (1999), for example, described many of the objective strains in a poor, inner-city, African American community. Surveying a representative sample of group members or people familiar with the group is another method, and both have been employed in the stress research (Turner and Wheaton 1995). In particular, respondents can be asked whether they (or group members) would dislike a range of events and conditions. It is important to present respondents with preestablished lists of events/conditions and to ask them to list events/conditions not on the list. This helps to ensure that a complete list of objective strains is developed.¹

Subjective strains refer to events or conditions that are disliked by the people who are experiencing (or have experienced) them. So, if we state that individuals are experiencing subjective strain, we mean that they are experiencing an event or condition that they dislike. One of the key findings to emerge from the stress research is that individuals often differ in their subjective evaluation of the same objective strains. For example, people differ in how they subjectively evaluate such objective strains as divorce and the death of a family member. The subjective evaluation of an objective strain is a function of a range of factors, including individual traits (e.g., irritability), personal and social resources (e.g., self-esteem, self-efficacy, social support), goals/values/identities, and a range of life circumstances (for overviews, see Dohrenwend 1998; Kaplan 1996; Lazarus 1999). Wheaton (1990), for example, found that the quality of one's prior marriage strongly influenced how people evaluated their divorce, with people in bad marriages evaluating their divorce in positive terms. It is also important to note that an individual’s evaluation of an objective strain frequently changes over time as the individual copes with the strain. So, although there is a relationship between objective and subjective strain, it is far from perfect.

Most of the research on strain theory employs measures of objective strain (although see Agnew and White 1992). Researchers ask individuals whether they have experienced a certain event or condition (e.g., Did you fail any classes? Do your parents yell at you?), no effort is made to measure the individual’s subjective evaluation of this event/condition. This may cause...
researchers to underestimate the support for strain theory because objective strains sometimes create little subjective strain. This does not mean, however, that researchers should simply employ subjective measures of strain. It is important to examine objective strains as well because this allows us to better distinguish external events from the subjective evaluation of such events. We can then examine individual and group differences in both the exposure to external events/conditions likely to cause strain and the subjective evaluation of those events/conditions. Furthermore, we can explore the factors that influence individual and group differences in the subjective evaluation of the same external events and conditions. This is critical if we are to fully explain individual and group differences in crime. As an illustration, Bernard (1990) argued that poor, inner-city residents have higher rates of violence not only because they experience more objective strains but also because they are more sensitive to such strains (also seeThoits 1995 on individual and group differences in the “vulnerability” to stressors).

The emotional response to an event or condition is closely linked to subjective strain. Subjective strain deals with the individual’s evaluation of an event or condition. There are many definitions of emotion, but most state that a central component of an emotion is an evaluation of or an affective response to some object or behavior or idea. Most theorists, however, go on to state that emotions involve more than an evaluation or affective response. For example, they also involve changes in physiological or bodily sensations (see Berkowitz 1993; Smith-Lovin 1995; Thoits 1989). Building on this argument, I would contend that subjective strain is distinct from the full emotional reaction to strain.

Two individuals may evaluate an event/condition in the same way; that is, they may both dislike it an equal amount. So, they have the same level of subjective strain. One may become angry in response to the strain, however, whereas the other may become depressed. And they may differ in the degree to which they experience certain emotions, so one may become quite angry, whereas the other may experience only mild anger. So the same subjective strain may result in rather different emotional reactions. Again, a range of individual and environmental factors influences the emotional reaction to subjective strain. The potential utility of distinguishing between subjective strain and the emotional reaction to strain is highlighted by Broidy and Agnew (1997). They argued that males and females often differ in their emotional reaction to subjective strains. Although both males and females may experience anger, the anger of females is more likely to be accompanied by feelings of guilt, depression, and anxiety. These additional emotions are said to reduce the likelihood of other-directed crime, thereby helping us explain gender differences in such crime.
RESEARCH ON THE TYPES OF STRAIN MOST LIKELY TO LEAD TO CRIME AND DELINQUENCY

Agnew (1992) described those types of events and conditions most likely to be classified as objective strains and to result in subjective strain. Such events/conditions involve goal blockage, the loss of positive stimuli, and/or the presentation of negative stimuli. They are also high in magnitude (degree), recent, and of long duration. But as indicated earlier, hundreds of events/conditions meet these criteria, and so there are potentially hundreds of objective and subjective strains. Agnew did not discuss whether certain of these strains are more likely to result in crime than others. Rather, he treated these strains as more or less equivalent in terms of their impact on crime. He argued that whether they result in crime is largely a function of the characteristics of the individuals experiencing the strain. In particular, strain is most likely to lead to crime when individuals lack the skills and resources to cope with their strain in a legitimate manner, are low in conventional social support, are low in social control, blame their strain on others, and are disposed to crime. This article builds on Agnew by arguing that the effect of strain on crime is not only a function of individual characteristics but also of the type of strain experienced by the individual. Certain types of strain—either objective or subjective strain—are more likely to result in crime than other types.

Previous research on GST provides some information about the types of strain most likely to lead to crime, although much of this research suffers from two problems that severely limit its utility. First, most tests of GST only examine a small portion of the strains described by Agnew (1992). These tests tend to make use of existing data sets, which were not collected for the purpose of testing GST. As a consequence, many key strain measures are missing—particularly measures of the types of goal blockage described by Agnew and measures of certain types of negative treatment, like peer abuse and experiences with racial discrimination and prejudice. So we have little idea whether these types of strain are related to delinquency. Second, most tests of GST examine the effect of a single, cumulative strain measure on delinquency. In some cases, a measure of stressful life events is employed. Hoffmann and associates, for example, tested GST using a 16- to 18-item measure that focuses on events like “death, illness, or accidents among family or friends; changes in school or residence; parental divorce or separation; and family financial problems” (Hoffmann and Cerbone 1999; Hoffmann and Miller 1998; Hoffmann and Su 1997; also see Aseltine et al. 2000). In other cases, the cumulative strain measure is a composite of several scales and/or items measuring a range of different types of strain, such as neighborhood problems, negative relations with adults, the failure to achieve educational and occupational goals, breaking up with a romantic partner or friend,
and getting lower grades than you deserve (e.g., Mazerolle 1998; Mazerolle et al. 2000; Mazerolle and Piquero 1997). The use of such cumulative measures means that we lack information on the effect of the individual strain measures.

Researchers employ cumulative measures of strain because Agnew (1992) argued that it is not the effect of one specific strain or stressor that is important; rather, it is the cumulative effect of all the strains experienced by the individual. He recommended combining individual strain measures into a single scale so as to better estimate this cumulative effect (pp. 62-63). It is assumed that all or most of the individual strain measures in the cumulative scale make some contribution to crime. As will be argued below, there is good reason to question this assumption. Most cumulative measures encompass a wide range of strains, and it is likely that some contribute to crime and some do not. Given this fact, it is not surprising that most cumulative measures have only a moderate impact on crime. A consideration of different types of strain, however, might reveal that some have a strong impact on crime, whereas others have little or no impact.

Some tests of GST do examine the impact of different types of strain on crime among adolescents. Agnew and White (1992) examined the effect of eight strain measures on delinquency, including both general and specific measures. They found that negative life events, life hassles, negative relations with adults, and parental fighting are significantly associated with delinquency. Neighborhood problems, unpopularity with the opposite sex, occupational strain, and clothing strain are not associated with delinquency. Paternoster and Mazerolle (1994) examined the effect of five strain measures on delinquency. They found that neighborhood problems, negative life events, school/peer hassles, and negative relations with adults are significantly associated with subsequent delinquency, whereas a measure of educational and occupational expectations is not (see Mazerolle 1998 for information on gender differences in the effect of these strain measures). Aseltine et al. (2000) found that family and peer conflict (through anger) are related to selected types of delinquency. Agnew and Brezina (1997) found that poor relations with peers is related to delinquency, whereas unpopularity with peers is not. Piquero and Sealock (2000) found that physical and emotional abuse in the household (toward the juvenile and others) is related to delinquency (also see Brezina 1999). Tests of classic strain theory typically find that the failure to achieve educational and occupational goals is not related to delinquency (see Agnew 1995a). The failure to achieve economic goals, however, may be related to delinquency (Burton and Dunaway 1994).

Many other studies have not set out to test GST but have examined types of strain that fall under the theory. Several studies found that adolescent crime is
significantly related to criminal victimization; parental abuse and neglect; parental rejection; disciplinary techniques that are excessive, very strict, erratic, and/or punitive (e.g., nagging, yelling, threats, insults, and/or hitting); family conflict; parental divorce/separation; and negative experiences at school (low grades, poor relations with teachers, and the perception that school is boring and a waste of time). Summaries of these studies are provided in Agnew (1992, 1995b, 1997, 2001a, 2001b). Studies of adults suggest that crime is related to marital problems, work in the secondary labor market, unemployment in certain cases, and possibly the failure to achieve economic goals (Agnew et al. 1996; Baron and Hartnagel 1997; Cernkovich, Giordano, and Rudolph 2000; Colvin 2000; Crutchfield and Pitchford 1997; Sampson and Laub 1993; Uggen 2000). There has not been enough good research on other types of strain to draw any firm conclusions about their relationship to crime.

The above studies, then, suggested that certain types of strain are related to crime whereas others are not. At this point, it seems safe to conclude that crime is related to verbal and physical assaults, including assaults by parents, spouses/partners, teachers, and probably peers. Crime is also related to parental rejection, poor school performance, and work problems, including work in the secondary labor market. Crime is not related to the expected failure to achieve educational/occupational success or to unpopularity with peers. Beyond that, the relationship between various strains and crime is unclear.

These data pose a major problem for GST: Why is it that only some types of strain are related to crime? At present, GST offers little guidance in this area. GST, for example, does not allow us to explain why verbal and physical assaults are related to crime, but the failure to achieve educational/occupational goals and unpopularity with peers is not. All of these strains fall under the categories listed by Agnew (1992), and they are frequently high in magnitude (degree), recent, and of long duration.

Recent versions of GST do argue that certain types of strain are especially relevant to crime (Agnew and Brezina 1997; Broidy and Agnew 1997). Agnew (1997, 2001a, 2001b), for example, argued that although many types of goal blockage may lead to delinquency, the failure to achieve monetary, autonomy, and “masculinity” goals are of special importance. And he argued that although a range of negative or noxious stimuli may cause delinquency, physical and verbal assaults are of special importance. These suggestions, however, are not derived from theory. Rather, they represent ad hoc attempts to explain empirical findings or to incorporate other theoretical and empirical work into GST. Much theoretical and empirical work, for example, suggests that threats to one’s status, particularly one’s masculine status, contribute to
crime in certain groups (Anderson 1999; Messerschmidt 1993). Likewise,
some theoretical and empirical work suggests that the blockage of autonomy
goals contributes to delinquency (Agnew 1984; Moffitt 1993; Tittle 1995).
And although empirical research is starting to point to those types of strain
that are and are not related to delinquency, it is not wise to depend on such
research to fully resolve this issue. There are hundreds of specific types of
strain; it will take empirical researchers a long while to determine their relative
importance (although observational research and open-ended, intensive
interviews can be of some help here). Furthermore, we would still lack an
explanation of why some types of strain have a greater effect on crime than
other types. The lack of such an explanation might cause us to overlook cer-
tain important types of strain. It is therefore important for GST to better
explain why some types of strain are more likely to lead to crime than other
types.

THE CHARACTERISTICS OF THOSE TYPES
OF STRAIN MOST LIKELY TO LEAD TO CRIME

Individuals may cope with strain in a number of ways, only some of which
involve crime (see Agnew 1992). Individuals may cope using a variety of
cognitive strategies, most of which attempt to redefine strainful events and
conditions in ways that minimize their adversity. Individuals may employ
behavioral coping strategies that are intended to terminate, reduce, or escape
from the strainful events and conditions. Certain of these strategies involve
conventional behaviors (e.g., negotiating with the people who harass you),
whereas others involve crime (e.g., assaulting the people who harass you).
And they may employ emotional coping strategies that are intended to allevi-
ate the negative emotions that result from strain. Certain of these strategies
involve conventional actions (e.g., listening to music), whereas others
involve crime (e.g., illicit drug use). It is argued here that some types of strain
are more likely to result in crime than other types because they influence the
ability to cope in a noncriminal versus criminal manner, the perceived costs
of noncriminal versus criminal coping, and the disposition for noncriminal
versus criminal coping. (As indicated above, these factors are also affected by
a range of individual characteristics.)

The characteristics of those types of strain most likely to result in crime
are discussed in this section, with the discussion referring to both objective
and subjective strains. In brief, it is argued that strains are most likely to result
in crime when they (1) are seen as unjust, (2) are seen as high in magnitude,
(3) are associated with low social control, and (4) create some pressure or
incentive to engage in criminal coping. These characteristics are derived
primarily from the stress, justice, and emotions literatures (see references below); the social interactionist theory of coercive behavior (Tedeschi and Felson 1994); defiance theory (Sherman 1993); reintegrative-shaming theory (Braithwaite 1989); frustration-agression theory (Berkowitz 1993); techniques of neutralization or moral disengagement theory (Bandura 1990; Sykes and Matza 1957); differential coercion theory (Colvin 2000); social control theory; social-learning theory; and the routine activities perspective (Cullen and Agnew 1999). There is a discussion of why these characteristics are important and how researchers can determine whether specific types of strain possess these characteristics. In the next section, these characteristics are used to predict the likelihood that several specific types of strain will result in crime.

The Strain Is Seen as Unjust

Agnew (1992) presented unjust treatment as a distinct category of strain, classified under “the failure to achieve positively-valued goals.” In particular, Agnew spoke of the disjunction between just/fair outcomes and actual outcomes. It is here argued that unjust treatment is not a special type of strain distinct from the other types. The issue of injustice applies to all types of strain; that is, it is possible to classify any type of strain according to the extent to which it is seen as unjust. Those types of strain seen as unjust should be more likely to lead to crime, primarily because they are more likely to provoke emotions conducive to crime like anger.

Much data from the emotions and justice literatures indicate that there is a strong link between unjust treatment and anger (see Agnew 1992, 68-69; Averill 1982, 1993; Berkowitz 1993; Hegtvedt and Cook forthcoming; Hegtvedt and Markovsky 1995; Mikula 1986; Mikula, Petri, and Tanzer 1990; Tedeschi and Felson 1994; Tedeschi and Nesler 1993; Tyler 1994; Tyler et al. 1997). And limited data suggest that anger increases the likelihood of crime, particularly violent crime (Agnew 1985; Aseltine et al. 2000; Berkowitz 1993; Brezina 1998; Mazerolle et al. 2000; Mazerolle and Piquero 1998; Piquero and Sealock 2000; Tedeschi and Felson 1994; Tyler et al. 1997). Anger fosters crime because it disrupts cognitive processes in ways that impede noncriminal coping; for example, it leads individuals to disregard information that may help resolve the situation, and it reduces the ability to clearly express grievances. Anger also reduces the actual and perceived costs of crime; for example, angry individuals are less likely to feel guilt for their criminal behavior because they believe that the injustice they suffered justifies crime. Finally, anger energizes the individual for action, creates a sense of power or control, and creates a desire for revenge or retribution—all of which lead individuals to view crime in a more favorable light (see Agnew
Measuring injustice. There are several ways to measure the perceived injustice of particular strains. The perceived injustice of objective strains can be estimated by (1) researchers, with such researchers drawing on the justice and attributions literature (see below) and their knowledge of the group being examined; (2) a panel of judges familiar with the group being examined, with such judges being asked to estimate the likelihood that various strains will be seen as unjust by group members; and/or (3) a representative sample of group members, with such members being asked to rate the injustice of various strains (see Mikula 1993; Mikula et al. 1990). The ratings of judges and group members can be averaged. It is best to provide judges and group members with moderately specific descriptions of the strains being rated because the specific features of the strain can have a large impact on ratings of injustice (see below). For example, instead of asking individuals to rate the injustice of “a close friend dying,” it is better to ask them to rate the injustice of “a close friend being shot to death by a rival gang.” Data suggest that raters tend to underestimate the extent to which victims perceive the strains they experience as unjust (see Mikula 1986), so these measurement strategies will likely provide conservative estimates of perceived injustice.

The perceived injustice of subjective strains can be estimated by asking victims to rate the injustice of the strains they have experienced. Such ratings will reflect both the characteristics of the strains and the characteristics of the victims. Most notably, victims with attributional biases of the type described by Dodge and Schwartz (1997) will be more likely to rate given strains as unjust. Studies focusing on subjective strains should therefore control for relevant individual characteristics when examining the effect of the perceived injustice of strain on crime (see Herbert and Cohen 1996; Turner and Wheaton 1995).2

Factors influencing perceptions of injustice. It is important for GST to describe why some strains are more likely to be perceived as unjust than others. This allows researchers to better explain individual and group differences in perceptions of injustice, better predict whether given strains will be seen as unjust, and better develop policies that address perceptions of injustice. Several literatures devote much attention to the factors influencing perceptions of injustice, with the justice and attributions literature being most relevant (for overviews, see Crittenden 1983, 1989; Hegvedt and Cook forthcoming; Hegvedt and Markovsky 1995; Mikula 1986, 1993; Tedeschi and Felson 1994; Tedeschi and Nesler 1993; Tyler 1990; Tyler et al. 1997).
These literatures suggest that a strainful event or condition is most likely to be seen as unjust when individuals believe that it involves the voluntary and intentional violation of a relevant justice norm. This belief is influenced by a range of individual characteristics, most of which are described in the justice and attributions literature and by the nature of the strainful event or condition. Most strainful events and conditions involve a perpetrator who does something to a victim in a particular setting or collection of settings. The likelihood that a strainful event will be seen as unjust partly depends on the characteristics of the perpetrator and victim, what the perpetrator does to the victim, what the victim does to the perpetrator, the relationship between the perpetrator and victim, and the setting(s) in which the strain occurs. Perceptions of injustice are also influenced by the interpretation of the event/condition provided by others, especially trusted others, and by (sub)cultural beliefs associated with the event/condition. The contribution of these factors is described below, with the central point being that some strainful events and conditions are more likely than others to be perceived as unjust—holding individual characteristics constant.

**Voluntary/intentional.** Strainful events and conditions are most likely to be attributed to the voluntary, intentional behavior of others when the following occurs:

1. There is good evidence that the victim’s strain was in large measure caused by the behavior of others (as opposed to being caused by the victim’s own behavior, bad luck or chance, natural/impersonal forces, or forces of uncertain origin). Such evidence includes the following: A perpetrator directly inflicts the strain on the victim (e.g., punches or insults the victim), a perpetrator is identified by trusted others, and/or (sub)cultural beliefs attribute the victim’s strain to the behavior of others.
2. There is good evidence that the perpetrator voluntarily intended to inflict the strain (i.e., freely chose to treat the victim in a way that they knew would probably be disliked). Conversely, there is little evidence that the behavior of the perpetrator was the result of constraint, reasonable accident, or reasonable ignorance. Such evidence includes the following:

   **Behavior of the perpetrator.** The perpetrator states his or her intention to inflict strain, as sometimes happens in cases involving physical and verbal assault. The perpetrator devotes much effort to or incurs high costs in inflicting the strain. The perpetrator violates normative expectations in inflicting strain. The perpetrator does not excuse, apologize for, or express remorse over the harm he or she has caused. Conversely, the perpetrator expresses pleasure or pride over his behavior (see Averill 1993; Tedeschi and Felson 1994; Tedeschi and Nesler 1993).
Severity of harm. Attributions of intent are more likely the greater the actual or intended harm to the victim (see Tedeschi and Felson 1994; Tedeschi and Nesler 1993).

Characteristics of the perpetrator and the relationship between the perpetrator and victim. The perpetrator has the personal and social resources to voluntarily and intentionally inflict the strain (e.g., has sufficient power, is aware of the harmful consequences of his or her behavior). The perpetrator has a known history of intentionally harming the victim or others. The perpetrator is disliked by the victim or has a negative reputation, making attributions of malicious intent more likely. This dislike/negative reputation may be related to the characteristics of the perpetrator (e.g., race, gang membership; see Tedeschi and Felson 1994; Tedeschi and Nesler 1993).

Audience reaction. Others, especially trusted others, tell the victim that the harm inflicted by the perpetrator was intentional.

(Sub)cultural beliefs or causal schema. (Sub)cultural beliefs or causal schema define the strainful event or condition as one that is usually the result of intent.

Criterion 1 is necessary for attributions of intent, and the factors under criterion 2—although not necessary—substantially increase the likelihood of attributions of intent.3

The violation of relevant justice rules. Voluntary and intentional efforts to inflict strain are not necessarily seen as unjust. For example, parents, teachers, employers, and the police voluntarily and intentionally inflict strain on a routine basis, but the victims of such strain often do not view the actions of these others as unjust. The intentional infliction of strain is most likely to be seen as unjust when it is believed to violate a relevant justice norm. We must consider norms related to distributive, procedural, interactional, and retributive justice (for overviews, see Hegtvedt and Markovsky 1995; Mikula 1993; Mikula et al. 1990; Tedeschi and Felson 1994; Tyler et al. 1997). Drawing on the justice literature, as well as the related literature on the techniques of neutralization/rules of moral disengagement (Bandura 1990; Sykes and Matza 1957), it can be argued that the voluntary and intentional infliction of strain is likely to be seen as unjust to the extent that

A. Victims believe their strain is undeserved. In the United States, victims are more likely to believe that their strain is deserved if it is the result of negatively valued behavior on their part (e.g., a child is punished for misbehaving) or if it is the result of the possession of certain negatively evaluated characteristics—usually achieved characteristics—deemed relevant in the particular situation (e.g., a job applicant gets turned down because he or she does not possess
relevant work experience). Furthermore, the strain must not be excessive given
the negatively evaluated behavior or characteristics of the victim. Violations of
these conditions foster the impression that strain is undeserved.

B. Victims believe their strain is *not in the service of a higher cause or author-
ity*—such as God, country, or gang. The infliction of strain is often justified by
appeals to higher purposes or authorities; for example, nations may ask indi-
viduals to serve in combat to protect their country or gangs may ask members
to risk injury for the protection of “turf.”

C. Victims believe their strain will result in much net harm to them. The infliction
of strain is often justified by claiming that the strain was minor or negligi-
ble—in absolute and/or relative terms. Victims, for example, may be told that
they suffered little actual harm or that they suffered much less harm than simi-
lar others. Perpetrators may also justify the strain they inflict by claiming that
victims will achieve a net benefit from it. Parents, for example, may claim that
they need to limit the autonomy of their children to protect them from greater
harm. Such claims are most likely to be made and accepted in settings in which
personal welfare and development are major goals.

D. Victims believe that the process used to decide whether to inflict their strain
was unjust. Victims are more likely to make attributions of procedural injustice
when (1) they have no voice in the decision to inflict their strain, (2) they do not
accord legitimacy to those who inflict their strain, (3) they do not trust those
who inflict their strain—believing they are biased or dishonest, (4) they believe
that those inflicting their strain do not make use of accurate or complete infor-
mation, (5) they believe that different procedures are followed for similar oth-
ers, (6) they are not treated in a polite or respectful manner, (7) the deci-
sion-making process is incompatible with fundamental moral and ethical
values, (8) no rationale is given for the decision that was made, and/or (9) there
are no mechanisms available to correct bad decisions.

E. The strain involves treatment perceived as disrespectful, inconsiderate, or
aggressive.

F. The strain violates strongly held social norms, especially those embodied in
certain criminal laws (see Tyler et al. 1997).

Perceptions of injustice are likely if criteria A, B, and C are satisfied (having
to do with distributive justice); criterion D is satisfied (procedural jus-
tice); criterion E is satisfied (interactional justice); and/or criterion F is satis-
fied (retributive justice). The characteristics of the strainful event/condition
often allow us to roughly judge the likelihood that victims will hold the be-
liefs listed in criteria A through E. For example, a criminal victimization is
more likely to generate the beliefs outlined above than is the failure of a
poorly educated person to obtain a highly paid job. In addition, the justice lit-
erature suggests that we pay special attention to the following factors when
trying to estimate the likelihood that individuals hold the above beliefs (e.g.,
believe their strain is undeserved or involves disrespectful treatment):
1. Do (sub)cultural beliefs define the strain as just or as unjust for one or more of the reasons listed in A through F? Laws defining the strainful treatment as illegal are especially relevant, particularly when the treatment involves the violation of criminal laws with severe penalties.

2. Do others, especially trusted others, support or hinder the adoption of the above beliefs (e.g., tell the victim that their negative treatment is undeserved or disrespectful)? The actions of family and friends, audience members who witness the negative treatment, and the perpetrator of the negative treatment are especially important. For example, victims are less likely to adopt the above beliefs if the perpetrator is a trusted other who offers a convincing justification for their behavior (see Crittenden 1989).

3. Is the victim’s negative treatment very different from their past treatment in similar circumstances and/or from the treatment of similar others? Comparisons to past treatment and to the treatment of similar others are especially important in situations in which there are no strong standards defining what is just or fair. Comparison others may include specific others, groups, or more generalized others or “referential structures” (see Hegtvedt and Markovsky 1995). Unfortunately, it is often difficult to predict the comparison others that are selected and the nature of the comparison process—although some progress is being made in this area (see Hegtvedt and Cook forthcoming).

The Strain Is Seen as High in Magnitude

A second factor influencing the likelihood that strainful events and conditions will lead to crime is the perceived magnitude of the strain. Strain that is high in magnitude influences the ability to cope in a noncriminal manner, the perceived costs of noncriminal versus criminal coping, and the disposition to engage in criminal coping. It is more difficult to cognitively minimize the impact of severe strain, emotional coping techniques of a noncriminal nature may be less effective, and behavioral coping of a noncriminal nature may be more difficult (e.g., it is more difficult to legally cope with a large rather than small financial problem). Furthermore, not only is it more difficult to legally cope with severe strain, but such strain often reduces the ability to cope. For example, the victims of severe strain are more likely to suffer from depression, which impedes their ability to cope. Finally, severe strain generates more anger and so also influences the perceived costs of crime and the disposition to engage in crime.

Measuring magnitude. The magnitude of objective strains can be estimated by (1) researchers, with such researchers taking account of the factors listed below; (2) a panel of judges familiar with the group, with these judges being asked to estimate the extent to which various strains are likely to be disliked (or seen as undesirable, harmful/threatening, etc.); and/or (3) a
representative sample of group members, with such members being asked to rate the extent to which they dislike various strains. Again, it is best to provide individuals with specific information about the strains being rated.

The magnitude of subjective strains can be estimated by asking victims to rate the extent to which they dislike the strains they have experienced. These ratings will reflect both the characteristics of the strains and the characteristics of the victims. In particular, the same strainful event/condition might be seen as high in magnitude by one victim but low by another—depending on such things as the victim’s goals/activities/identities, coping ability and resources, and level of social support (see Cohen et al. 1995; Kessler et al. 1995; Lazarus 1999; Taylor and Aspinwall 1996;Thoits 1995; Wheaton 1996). Studies focusing on subjective strains should therefore control for relevant individual characteristics when examining the effect of the perceived magnitude of strain on crime (see Herbert and Cohen 1996 and Turner and Wheaton 1995 for a fuller discussion).

**Factors influencing perceptions of magnitude.** Drawing on Agnew (1992) and the stress literature, there is reason to believe that several features of the strainful event/condition influence perceptions of magnitude. These include the degree or amount of strain inflicted; the duration and frequency of the strain, including the expected duration into the future; the recency of the strain; and the centrality of the strain, which refers to the extent to which the strain threatens the core goals, needs, values, activities, and/or identities of the victim. At present, it is unclear how these factors combine to influence overall judgments of magnitude.

**Degree of strain.** The degree or amount of strain inflicted influences judgments of magnitude. As Agnew (1992) pointed out, it is sometimes possible to measure the degree of strain inflicted in terms of a standard metric, like the severity of the physical injuries inflicted or the amount of money lost. This is not possible for many types of strain, however. Furthermore, the metrics used to measure the degree of strain vary from one type of strain to another, making it difficult to make comparisons across types of strain. These problems can be dealt with using techniques from the stress research. Individuals can rate the degree or amount of strain inflicted for different types of strain using a common scale. Such ratings likely reflect the objective characteristics of the strain (e.g., amount of money lost, injury inflicted), (sub)cultural beliefs regarding the degree of strain (e.g., beliefs regarding what is a small versus large financial loss, a minor versus serious insult), audience reactions to the strain (where applicable), and individual characteristics (especially when dealing with subjective strains).
Duration/frequency of strain. The duration and frequency of strain are also likely to influence the perceived magnitude of strain. As Agnew (1992) pointed out, data suggest that strains of long duration (chronic stressors) and/or high frequency have a greater negative impact on the individual (also see Lepore 1995; Turner and Wheaton 1995). Furthermore, data from the stress literature suggest that unresolved strains have a much greater impact on the individual than resolved strains (Herbert and Cohen 1996; Turner and Avison 1992). It is therefore important to determine whether the strain has been resolved. If the strain has not been resolved, it is also important to estimate its expected duration. That is, will the strain be resolved shortly or continue for some time, perhaps increasing in frequency and/or degree? The importance of estimating the expected duration of strain is illustrated in the work of Anderson (1999). As Anderson emphasized, seemingly trivial strains like a negative remark or a stare often generate much distress among inner-city residents, partly because they signal future conflicts of a more serious nature.

Recency. As Agnew (1992) noted, the impact of strains or stressors dissipates over time. Therefore, recent strains should have a larger impact on judgments of magnitude than older strains. At the same time, it is important to note that severe childhood strains may sometimes contribute to later criminal behavior (Elder et al. 1996; Kessler et al. 1995, 1997; Widom 1998).

Centrality of strain. Two individuals might be similar to one another in the degree, duration/frequency, and recency of their strain; yet they may differ dramatically in the perceived magnitude of their strain. One reason for this has to do with the centrality of the strain: Does the strain threaten the core goals, needs, values, activities, and/or identities of the individual? For example, two individuals may perceive the same monetary loss differently because they differ in the value they place on money.

Centrality is conceived of in different ways depending on the researcher and/or research tradition. Classic strain theorists, frustration-aggression theorists, and certain stress researchers focus on the importance of the goals, needs, or terminal values that are blocked or threatened (Berkowitz 1993; Cloward and Ohlin 1960; Cohen 1955; Dohrenwend 2000; Kaplan 1996; Lazarus 1999; Merton 1938; Wethington, Brown, and Kessler 1995). Certain stress researchers focus on the extent to which the strain leads to change (or negative change) in the usual or core activities of daily life (e.g., Dohrenwend 1998; Wheaton 1996). Still others—including strain, stress, social interactionist, and identity theorists—focus on the extent to which strains threaten the core identities of individuals or threaten efforts to establish positive identities (e.g., Berkowitz 1993; Burke 1996; Cohen 1997; Kaplan 1996;
Tedeschi and Felson 1994; Thoits 1991; Tyler 1994; Tyler et al. 1997; Wheaton 1996). These perspectives overlap to a large degree (see Burke 1996; Dohrenwend 1998; Kaplan 1996). For example, one’s core identities are in large measure defined in terms of one’s goals, values, and activities. In any event, GST can accommodate all these perspectives: Strain is central to the extent that it threatens core goals, needs, values, activities, and/or identities.

Judgments regarding the centrality of strain are partly influenced by the characteristics of the strain. For example, certain strainful events/conditions are such that they threaten a broad range of goals, values, needs, identities, and activities, so they are likely to be high in centrality for the overwhelming majority of people who experience them. Examples include “extreme stressors” (Dohrenwend 1998, 2000) and “traumatic events” (Wheaton, Roszell, and Hall 1997). As Dohrenwend (2000) stated, extreme stressors are such that “all usual activities are disrupted and all of the individual’s goals are in jeopardy” (p. 8). Judgments regarding centrality are also influenced by the (sub)cultural beliefs associated with the strainful event/condition and how the event/condition is interpreted by others (e.g., whether audience members define an insult as trivial or a serious challenge to one’s manhood).

**The Strain Is Caused by or Associated with Low Social Control**

A third factor affecting the likelihood that strain will lead to crime is the level of social control associated with the strain. Certain strains are caused by or associated with low social control, such as the strain caused by erratic parental discipline (low direct control), parental rejection (low attachment), work in the secondary labor market (low commitment), or homelessness (low direct control, attachment, and commitment). Such strains are more likely to result in crime because the low social control associated with them reduces the costs of crime. Also, low social control may reduce the ability to cope in a noncriminal manner. Individuals low in direct control, conventional attachments, and conventional commitments generally lack the social supports and resources that facilitate noncriminal coping.

Conversely, certain strains stem from or are associated with high social control. For example, much adolescent strain stems from the efforts of parents to supervise their children (direct control), much parental strain stems from the demands associated with childcare (attachment), and much occupational strain stems from the long working hours and difficult tasks associated with many professional/business jobs (commitment). Such strains are less likely to result in crime because the high social control associated with them increases the costs of crime. High social control may also increase the ability to cope in a noncriminal manner. High control is frequently associated with
the provision of social support and the possession of personal and financial resources that facilitate noncriminal coping.

An excellent illustration of the association between strain and social control is provided in Hirschi’s (1969) and Kornhauser’s (1978) discussion of classic strain theory. Classic strain theorists focus on one type of strain: the inability to achieve conventional success goals—like educational and occupational success—through legitimate channels. Hirschi and Kornhauser argued that the pursuit of such goals implies some level of social control. As Kornhauser stated,

if the child is sufficiently socialized to have a strong desire for conventional goals, he should be well enough socialized also to have the internalized values governing the conventional means of achieving them. . . . He should also be strongly enough attached to conventional persons and institutions to resist the temptation to use nonnormative means. (P. 47)

The pursuit of conventional success goals therefore implies at least moderately high levels of attachment, commitment, and belief (in conventional norms). And this may explain why the inability to achieve educational and occupational goals is unrelated to crime in most studies (Agnew 1995a).

**Measuring social control.** Researchers should estimate the extent to which the type of strain being examined is associated with (1) supervision or direct control by conventional others, (2) attachment to conventional others, (3) commitment to conventional institutions, and (4) the acceptance of conventional beliefs, especially beliefs condemning crime. This is easily done in certain cases; for example, the strain being examined stems from or is associated with employment in prestigious, well-paid jobs that indicate a strong commitment to conventional society. In other cases, researchers can employ observational or survey research to determine the association between strain and social control. For example, survey data can be used to determine whether individuals who desire educational and occupational success are high in such types of social control as attachment to conventional others and beliefs condemning crime.

**The Strain Creates Some Pressure or Incentive to Engage in Criminal Coping**

A final factor affecting the likelihood that strain will lead to crime is the extent to which the strain creates some pressure or incentive to engage in criminal coping. Drawing on social-learning and routine activities theories, it can be argued that the type of strain experienced influences the availability
and appeal of noncriminal and criminal coping options—thereby affecting the pressure/incentive to engage in crime. Certain types of strain are associated with exposure to others who model crime, reinforce crime, and/or present beliefs favorable to crime (e.g., child abuse, being bullied by peers). More directly, certain types of strain are associated with exposure to others who model criminal coping to that type of strain and present beliefs favorable to criminal coping to that type of strain. Furthermore, criminal coping may be the only or the most effective way to address the perceived injustice and reduce the perceived magnitude of that type of strain (see Brezina 2000). Anderson’s (1999) discussion of life in a poor, inner-city community provides an example.

Anderson (1999) argued that young males in this community are under much pressure to respond to one type of strain—disrespectful treatment—with violence. The perpetrators of disrespectful treatment and others in the community frequently model and present beliefs favorable to criminal coping. And violence is often the only effective way to respond to disrespectful treatment. Efforts to ignore disrespectful treatment or reason with the perpetrators of such treatment often result in further abuse—by both the perpetrator and others in the community. Victims cannot rely on the police or others to intervene on their behalf (also see Black 1983). And the efforts of victims to cognitively reinterpret their strain or engage in emotional coping are also ineffective. The perpetrators of the strain typically escalate their level of abuse, others regularly remind the victim of the disrespectful treatment they have experienced, and subcultural beliefs define such treatment as unjust and high in magnitude. Cognitive reinterpretation is therefore difficult. Violent coping, however, reduces feelings of injustice, reduces the likelihood of further disrespectful treatment, and allows the victim to protect or enhance their identity/status.

Measuring the pressure or incentive for criminal coping. Researchers should consider the following factors when determining whether a particular instance of strain creates some pressure or incentive for criminal coping.

1. Does the strain stem from or is it associated with exposure to others who model, reinforce, and/or present beliefs favorable to crime?
2. What behavioral options of a noncriminal and criminal nature are available to members of the group experiencing the strain in question? Are these options frequently modeled by others? Do they have (sub)cultural support? How effective will these options be in reducing the perceived injustice and magnitude of the strain?
3. What cognitive options of a noncriminal criminal nature are available to members of the group experiencing the strain? Efforts to cognitively cope with
strain usually involve attempts to minimize the injustice, degree, duration/frequency, recency, and/or centrality of the strain. It is more difficult to cognitively minimize the injustice and/or magnitude of some types of strain than others. In particular, minimization is more difficult when (1) the victim receives clear and frequent information on the injustice and magnitude of their strain, with this information coming from such sources as trusted others, witnesses to the strainful event or condition, and members of the community; (2) (sub)cultural beliefs define the strain as unjust and high in magnitude; (3) there is strong (sub)cultural and structural support for the goals, needs, values, activities, and/or identities being challenged; and (4) the strain is unresolved, perhaps increasing in frequency and/or degree.

Information in the above areas can be obtained from observational studies, intensive interviews, and surveys.

CLASSIFYING TYPES OF STRAIN ACCORDING TO THEIR LIKELIHOOD OF LEADING TO CRIME

In sum, strainful events and conditions are most likely to lead to crime when they (1) are seen as unjust, (2) are seen as high in magnitude, (3) are associated with low social control, and (4) create some pressure or incentive for criminal coping. At present, I would argue that all four of these characteristics are roughly equal in importance and that the absence of any one characteristic substantially reduces the likelihood that strain will result in crime—unless the strain is seen as extraordinarily unjust and high in magnitude (see below). These characteristics are next used to predict the relative likelihood that different types of strain will result in crime. Drawing on the existing research where possible, I roughly estimate the likelihood that these strains are seen as unjust, are seen as high in magnitude, are associated with low social control, and create some pressure or incentive for criminal coping. It would of course be desirable to verify my judgments using the research strategies described above.

It is not possible in this short article to make predictions for all types of strain. Instead, I consider several broad types of strain. These types of strain were selected for several reasons: They encompass many of the major types of strain that people face—including family, peer, school, and work-related strains; they include most of the strains examined in tests of classic and GST, as well as certain strains neglected by empirical researchers; and most of these strains can be examined with currently available data sets. The focus on broad types of strain, however, does reduce the accuracy of the predictions. As indicated, it is more difficult to classify broadly defined types of strain on
the above characteristics. For example, it is difficult to predict whether unemployment will be related to crime. As many researchers argue, the relationship between unemployment and crime depends on the circumstances associated with the unemployment. Limited evidence suggests that unemployment is most likely to lead to crime when it is persistent (i.e., high in magnitude) and blamed on others (i.e., seen as unjust) (see Baron and Hartnagel 1997; Box 1987; Colvin 2000; Hagan and McCarthy 1997; Uggen 2000). As a result, the strains below are simply sorted into two groups: those predicted to be unrelated or weakly related to crime and those predicted to be more strongly related to crime.

Types of Strain Unrelated or Weakly Related to Crime

The first condition (strain seen as unjust) allows us to predict that a wide range of strains will be unrelated to crime. At the most general level, these include those types of strain that are clearly the result of reasonable accident or chance, reasonable ignorance, reasonable constraint, the victim’s own behavior, or natural causes like extreme weather and disease (as opposed to those types of strain resulting from the voluntary and intentional violation of justice norms). Many of the strains commonly included in the stressful life events scales used to test GST likely fall into this category, like accident, serious illness or injury, serious illness or injury of brother or sister, brother or sister leaving home for college or a job, and family member dying.

The second condition (strain seen as high in magnitude) allows us to predict that strains that are low in magnitude will be unrelated to crime. Certain types of strain are more likely to be seen as low in magnitude than other types. For example, those strains that threaten peripheral goals are more likely to be seen as low in magnitude than those that threaten core goals. There are data ranking the importance of various goals in the United States as a whole and among certain groups (e.g., Rokeach 1973). Such data can be used as a guide in predicting the likelihood that specific strains will be seen as low or high in magnitude (more below). At the same time, it is important to note that many seemingly serious strains—like the death of a family member—may be perceived as low or high in magnitude depending on the circumstances (see Wethington et al. 1995; Wheaton 1990). So, it is important for researchers to estimate the magnitude of the strains they are examining, something that is rarely done in the criminology research.

Considerations of injustice and magnitude—as well the third and fourth conditions (the strain is associated with low social control and creates some pressure or incentive for criminal coping)—allow us to predict that several
other types of strain will not be related to crime. These include types of strain that have dominated the research on strain theory.

_The failure to achieve those goals that result from conventional socialization and that are difficult to achieve through illegitimate channels._ These goals include educational success, occupational success, and middle-class status. Although the inability to achieve these goals may result in strain of high magnitude, such strain is unlikely to be seen as unjust. Among other things, the failure to achieve such goals is typically blamed on the victim. As Merton (1968) stated, the cultural system in the United States conveys the message that “success or failure are wholly results of personal qualities; that he who fails has only himself to blame” (p. 222; also see Merton 1968:191, 201-03). And much research on the legitimation of stratification suggests that people tend to accept responsibility for their place in the stratification system (see Agnew 1992; Hegtvedt and Markovsky 1995; see below for the argument that minority-group members in the United States may sometimes blame others for their failure to achieve conventional success goals). Furthermore, as argued above, the pursuit of conventional success goals implies some level of social control. Finally, the inability to achieve these goals is not likely to create strong pressure for criminal coping. In particular, these goals are not easily achieved through criminal means, like theft and violence. In fact, criminal behavior may undermine the achievement of these goals. Therefore, criminal coping is not likely to be reinforced. These arguments may help explain why empirical research typically finds that crime is unrelated to the disjunction between educational and/or occupational aspirations and expectations (see Agnew 1995a for an overview; Jensen 1995).^5

_Supervision/discipline by parents, teachers, criminal justice officials, and other conventional authority figures that is (1) not overly strict, (2) consistent, (3) contingent on negative behavior, (4) not excessive given the infraction, and (5) not verbally or physically abusive._ Such supervision/discipline may generate much strain (e.g., juveniles being grounded, offenders being arrested and sent to prison). But this strain is not likely to be seen as unjust because it is deserved, is administered in a fair way by legitimate authority figures, and is not aggressive or disrespectful. Furthermore, such supervision/discipline creates a high level of direct control and reduces the likelihood of association with delinquent others. Much data demonstrate that parental and school supervision/discipline of the above type is associated with lower levels of delinquency (Agnew 2001b; Sampson and Laub 1993). And some data suggest that this may be true for supervision/discipline by criminal justice officials as well (Lanza-Kaduce and Radosevich 1987; Sherman 1993, 2000; Tyler 1990).
The burdens associated with the care of conventional others to whom one likely has a strong attachment, like children and sick/disabled spouses. Although such care may create great strain, it is not likely to be viewed as unjust. There is a strong cultural expectation that one is supposed to care for children and sick/disabled spouses, an expectation likely to be supported by others in the person’s network. In fact, one is usually labeled a bad parent or spouse if such care is not provided. This type of strain implies at least a moderate level of social control: the “victim” may be closely supervised by others inside and outside the family, the victim likely has a strong emotional bond to conventional others, and cultural beliefs strongly support the provision of adequate care. This type of strain also does not create much pressure or incentive for most forms of criminal coping. Caregivers have little opportunity to engage in crime, except for family violence, neglect, certain types of illicit drug use, and possibly shoplifting. Crime is not an effective solution to this type of strain. And the burdens associated with care giving limit association with criminal others.

The impact of this type of strain on crime has not been well examined. Data from the stress literature, however, indicate that females are more likely than males to experience this type of strain (see Broidy and Agnew 1997). This may partly explain gender differences in crime. It may also help explain why such differences are smallest for the crimes of family violence, larceny, and certain types of illicit drug use, such as the misuse of prescription drugs.

The excessive demands associated with conventional pursuits that provide rewards like high pay, prestige, and/or intrinsic satisfaction (or that have a strong likelihood of providing access to such rewards in the future). The prime examples of such pursuits are work in prestigious and/or well-paid jobs (or work in the primary labor market) and attending college. Excessive demands include long working (or studying) hours and work on difficult tasks. Such strain may be seen as high in magnitude, but it is not likely to be seen as unjust. The voluntary or quasi-voluntary nature of these conventional pursuits contributes to self-blame, and the victims of such strain may feel that the excessive demands made on them are justified or offset by the rewards they receive. Such strain is frequently caused by or associated with high social control, including commitment to conventional activities (e.g., one’s job or educational pursuits) and supervision (i.e., much time is spent on structured tasks that are closely monitored). And such strain does not create pressure or incentives for criminal coping. The excessive demands limit the opportunity for association with criminal others. Furthermore, crime is typically not an effective solution to such demands (with the exception of cheating and certain types of white-collar crime). This type of strain has not been
well examined, although we do know that time spent studying is negatively related to crime (Agnew 2001b; Hirschi 1969).

*Unpopularity with or isolation from peers, especially criminal peers.* Such strain may be high in magnitude and may also be seen as unjust. In particular, individuals may blame their unpopularity/isolation on peers who unfairly reject them or on parents who unfairly limit their social life. Such strain, however, may contribute to an increase in social control by increasing time spent with parents or other conventional figures. Also, such strain does not create much pressure or incentive for crime. Little time is spent with peers who may reinforce crime, model crime, and foster beliefs conducive to crime. And related to this, there are fewer opportunities for crime. Data support this prediction: Crime is less common among juveniles who report that they are unpopular with peers, have few close friends, have few delinquent friends, never or seldom date, or seldom engage in unsupervised social activities with peers (Agnew 2001b; Agnew and Brezina 1997; Agnew and Petersen 1989; Osgood et al. 1996).

*Isolation from those situations or environments conducive to crime.* Such strain is closely related to strain from unpopularity or isolation from peers because these situations/environments are typically settings where unsupervised peers gather. Likewise, this type of strain often stems from peer rejection and the efforts of parents to supervise their children (e.g., setting curfews, prohibiting attendance at parties). This type of strain is unlikely to lead to crime for the reasons indicated in the previous paragraph. Data support this prediction (Agnew 2001b; Agnew and Petersen 1989; Osgood et al. 1996). And the fact that females are more likely to experience this type of strain than males may help explain gender differences in crime (Broidy and Agnew 1997; Jensen and Brownfield 1986; Osgood et al. 1996).

*Extreme instances of the above types of strain.* Certain of the above types of strain may lead to crime in extreme cases. Extraordinary demands at work or school and extraordinary demands for the care of conventional others may be viewed as unjust because they are far outside the range of past experience or the experience of similar others, they may severely tax efforts at conventional coping, and they may eventually undermine conventional attachments and commitments. As such, these extraordinary demands may lead to crime. This argument finds indirect support in the work of Wells and Rankin (1988), who found a curvilinear relationship between parental supervision and delinquency. Increases in parental supervision up to a point reduce delinquency, but very strict supervision increases delinquency.
Types of Strain More Strongly Related to Crime

As indicated, strainful events and conditions are unlikely to lead to crime unless they are (1) seen as unjust, (2) seen as high in magnitude, (3) associated with low social control, and (4) create some pressure or incentive for criminal coping. Such strains are likely to include (but are not limited to) the following.

The failure to achieve core goals that are not the result of conventional socialization and that are easily achieved through crime. Such goals include money—particularly the desire for much money in a short period of time (as opposed to the gradual accumulation of savings), thrills/excitement, high levels of autonomy, and masculine status (see Agnew 1997, 2001a, 2001b; Agnew et al. 1996; Anderson 1999; Cernkovich et al. 2000; Colvin 2000; Katz 1988; Matza and Sykes 1961; Messerschmidt 1993; Moffitt 1993; Tittle 1995). These are core goals for at least certain segments of the population. It is difficult to predict whether the failure to achieve these goals will be seen as unjust, although it has been suggested that this is the case where barriers to success are visible and such barriers involve discrimination based on acquired characteristics—like “the mere fact of birth into a particular race, religion, social class, or family” (Cloward and Ohlin 1960:119; also see Anderson 1999; Blau and Blau 1982; Messerschmidt 1993). The pursuit of these goals does not imply conventional socialization or high social control. Rather, the pursuit of these goals frequently stems from the possession of certain individual traits, like sensation seeking (White, Labouvie, and Bates 1985), exposure to “subterranean” traditions” or subcultural groups (see Matza and Sykes 1961), and structural conditions—like poverty in the midst of plenty (see Kornhauser 1978). In this area, Cernkovich et al. (2000) demonstrated that the desire for material success does not function as a form of social control. Furthermore, these goals—unlike educational and occupational success—are easily achieved through crime. Crime is frequently used to get money (Agnew et al. 1996; Cernkovich et al. 2000; Colvin 2000), obtain thrills/excitement (Katz 1988), demonstrate or obtain autonomy (Agnew 1984; Moffitt 1993; Tittle 1995), and “accomplish” masculinity (Anderson 1999; Messerschmidt 1993).

Parental rejection. Parents who reject their children do not express love or affection for them, show little interest in them, provide little support to them, and often display hostility toward them. Parental rejection is likely to create much strain because it may seriously threaten many of the child’s goals, values, needs, activities, and/or identities. Parental rejection is likely to be seen
as unjust given cultural expectations and the experiences of other children. Parental rejection is associated with very low rather than high social control. And rejection creates some pressure or incentive to engage in crime, largely because rejected children are more likely to be exposed to deviant/aggressive behaviors by their parents and associate with delinquent peers. Data indicate that parental rejection is strongly related to delinquency (Agnew 2001b; Sampson and Laub 1993).

Supervision/discipline that is very strict, erratic, excessive given the infraction, and/or harsh (use of humiliation/insults, threats, screaming, and/or physical punishments). Such supervision/discipline is likely to be seen as high in magnitude, particularly if the individual is exposed to it on a regular basis by parents, school officials, criminal justice officials, or others. It is likely to be seen as unjust because it violates one or more justice norms. It is associated with low social control; sanctions administered in the above manner do not function as effective direct controls, and they frequently undermine attachments and commitments to conventional others and institutions. Such supervision/discipline also creates some pressure or incentive for crime because the sanctioning agents frequently model aggressive behavior, implicitly or explicitly foster beliefs conducive to aggression, and sometimes reinforce aggression (see Patterson, Reid, and Dishion 1992). This type of discipline is also likely to promote association with delinquent peers. Data indicate that parents, school officials, and possibly criminal justice officials who employ this type of discipline/supervision increase the likelihood of crime (Agnew 2001b; Colvin 2000; Lanza-Kaduce and Radosevich 1987; Patterson et al. 1992; Sampson and Laub 1993; Sherman 1993, 2000; Tyler 1990).

Child neglect and abuse. Child neglect and abuse represent extreme forms of parental rejection and harsh parental discipline, and abuse/neglect should be related to crime for all the reasons listed above for these forms of strain. Data support this prediction (Smith and Thornberry 1995; Widom 1998).

Negative secondary school experiences. Negative school experiences include low grades, negative relations with teachers (e.g., teachers treat unfairly, belittle/humiliate), and the experience of school as boring and a waste of time. These experiences are likely to be seen as high in magnitude given the central role that school plays in the lives of juveniles. They may be seen as unjust. The compulsory nature of school and the dependent status of juveniles contribute to external blame. Also, juveniles may feel that school personnel ask much of them (several hours of their time and attention each
day) but give little in return—which contributes to feelings of distributive injustice. Feelings of injustice are especially likely when students believe they are discriminated against because of ascribed characteristics. Negative school experiences are associated with low rather than high social control. And negative experiences may foster association with delinquent peers. Data indicate that negative school experiences are related to delinquency (Agnew 2001b; Sampson and Laub 1993).

Work in the secondary labor market. Such work commonly involves unpleasant tasks (e.g., simple, repetitive work; physically demanding work; work that requires a subservient stance), little autonomy, coercive control (e.g., threats of being fired), low pay, few benefits, little prestige, and very limited opportunities for advancement. Furthermore, such work is often intermittent in nature. Such work is likely to create much strain, especially given the central role of work for adults. Such work may be seen as unjust. Although individuals often accept responsibility for their position in the stratification system, the high demands and meager benefits of such work are likely to be seen as unjust by many. Such work is associated with low rather than high social control (Crutchfield and Pitchford 1997). And such work may create some pressure or incentive for criminal coping. Crime is often an effective remedy to the problems associated with work in the secondary labor market. And such work often increases the likelihood of exposure to others who are disposed to crime (Colvin 2000; Crutchfield and Pitchford 1997). Data suggest that work in the secondary labor market is associated with crime (Colvin 2000; Crutchfield and Pitchford 1997).

Homelessness, especially youth homelessness. This type of strain is likely to be seen as very high in magnitude because it represents a major challenge to a broad range of goals, needs, values, activities, and identities. Furthermore, homelessness dramatically increases the likelihood that many other types of strain will be experienced, particularly conflicts with and victimization by others (Baron and Hartnagel 1997; Davis 1999; Hagan and McCarthy 1997). Homelessness may be seen as unfair, particularly among youth—whose homelessness is often the result of parental abuse and neglect (Davis 1999; Hagan and McCarthy 1997). And homelessness is strongly associated with low social control and the social learning of crime, as demonstrated in several recent studies (Baron and Hartnagel 1997; Davis 1999; Hagan and McCarthy 1997). Data indicate that homelessness and its attendant problems are associated with crime (Baron and Hartnagel 1997; Hagan and McCarthy 1997).
Abusive peer relations, especially among youth. Peer abuse has been neglected as a type of strain, although data suggest that it is widespread and that it often has a devastating effect on victims (e.g., Ambert 1994; Lockwood 1997). Such abuse may involve insults/ridicule, gossip, threats, attempts to coerce, and physical assaults. Peer abuse is likely to be seen as high in magnitude, especially among youth, where peers are of central importance. Peer abuse is likely to be seen as unjust because it frequently violates one or more justice norms (e.g., is excessive given the infraction, is disrespectful or aggressive, is not administered by legitimate sanctioning agents). Peer abuse is not associated with high social control. Peer abuse among juveniles, in particular, often occurs away from sanctioning agents like parents and teachers. And such abuse is often associated with some pressure or incentive to engage in crime. Peer abuse is especially common in delinquent peer groups and gangs, where the victim is regularly exposed to others who model crime, present beliefs favorable to crime, and reinforce crime (see Agnew 2001b; Colvin 2000). Furthermore, peers often model criminal coping in response to abuse, present beliefs that encourage criminal coping in response to abuse, and differentially reinforce criminal coping in response to abuse.

Criminal victimization. Victimization is typically seen as unjust and high in magnitude. Victimization is not associated with high social control; in fact, victimization is most likely to occur in settings in which social control is low—such as settings where young, unsupervised males gather (Jensen and Brownfield 1986; Lauritsen, Sampson, and Laub 1991; Meier and Miethe 1993). Furthermore, victimization may reduce concern with internal and external sanctions because criminal victimization often provides a justification for crime in the eyes of the victim and others. Finally, criminal victimization is often associated with the social learning of crime. Victimization is more common in delinquent peer groups and gangs, and victimization by definition involves exposure to a criminal model (Lauritsen et al. 1991). Limited data suggest that criminal victimization is strongly related to criminal offending (see Dawkins 1997; Esbensen and Huizinga 1991; Jensen and Brownfield 1986; Lauritsen et al. 1991; Lauritsen, Laub, and Sampson, 1992; Sampson and Lauritsen 1993).

Experiences with prejudice and discrimination based on ascribed characteristics, like race/ethnicity. Data indicate that racial prejudice and discrimination are quite common in the United States (Ambert 1994; Forman, Williams, and Jackson 1997). This type of strain is likely to be seen as unjust and high in magnitude, particularly given the strong cultural emphasis in the United States on egalitarianism. Prejudice/discrimination may reduce social control, particularly attachment and commitment to those individuals and
institutions associated with the prejudice and discrimination. Prejudice/
discrimination may also create some pressure or incentive to engage in crime
because the victim is exposed to others who violate strongly held social
norms. Data indicate that experiences with prejudice and discrimination con-
tribute to psychological distress (Finch, Kolody, and Vega 2000; Schulz et al.
2000), and certain qualitative studies have linked prejudice and discrimina-
tion to crime (e.g., Anderson 1999). Quantitative studies, however, have not
devoted much attention to experiences with prejudice and discrimination.

Summary

The above list represents the most comprehensive attempt to identify
those types of strain that are and are not related to crime. It incorporates and
extends the work of classic and contemporary strain theorists. Building on
the classic strain theorists, it argues that the inability to achieve certain suc-
cess goals—particularly educational and occupational goals—is not related
to crime, whereas the inability to achieve other success goals—like the rapid
acquisition of much money—is related to crime. The list also includes many
of the strains that contemporary researchers have identified—like the denial
of autonomy needs (Moffitt 1993; Tittle 1995); threats to masculine status
(Anderson 1999; Messerschmidt 1993); disrespectful, unfair, or abusive
police practices (Sherman 1993, 2000); and the types of coercion discussed
in Colvin’s (2000) theory of differential coercion. The list also contains
types of strain that have not been extensively discussed in the strain literature—
noting which are related to crime and which are not. The general principles
listed in the previous section allow us to group all of these strains under one
theoretical umbrella.

HOW DO WE TEST THE ABOVE ARGUMENTS?

Strain is most likely to lead to crime when it is seen as unjust, is seen as
high in magnitude, is associated with low social control, and creates some
pressure or incentive to engage in criminal coping. If these arguments are cor-
rect, types of strain that meet these conditions should be more strongly
related to crime than types that do not (although the precise relationship
between strain and crime is a function of the characteristics of both the strain
and the people experiencing the strain). So at the most basic level, researchers
should test the above arguments by classifying strains on the above character-
istics and then examining the relative impact of these strains on crime. The
classification of strains just presented can be used as a staring point for such
research. Ideally, researchers should compare the criminal behavior of
people who have experienced the above strains. As an alternative, researchers can present people with vignettes describing these types of strain and then ask how likely they or others would be to respond to them with crime (see Mazerolle and Piquero 1997 for a model).

*The Cumulative Effect of Strain*

This strategy for testing strain theory differs from the approach now taken by most researchers, who examine the impact of cumulative measures of strain on crime—with these cumulative measures often containing types of strain that differ widely on the above characteristics. Although researchers should not ignore the argument that strains may have a cumulative effect on crime, it is most important at this point to determine which types of strain are most strongly related to crime. Once this is determined, researchers can then explore the cumulative impact of strain on crime. Cumulative scales can be created by combining those types of strain that have a significant impact on crime—perhaps weighting them by their regression coefficients. A similar strategy has been successfully employed in the stress literature (Herbert and Cohen 1996; Turner and Wheaton 1995; Wheaton et al. 1997; also see Agnew and White 1992). Or researchers can determine whether strains interact with one another in their impact on crime through the creation of interaction terms (see Wheaton et al. 1997; note the argument that moderate levels of prior stress sometimes *reduce* the negative effects of current stressors).

*Distinguishing Strain from Social Control and Social Learning*

Researchers testing GST all confront a major problem: Many of the "strain" measures they use—like low grades or harsh parental discipline—can also be taken as social control or social-learning measures. Researchers usually deal with this problem by assigning some measures to the strain camp, some to the social control camp, and some to the social-learning camp. They then try to justify these assignments, although their arguments are often less than convincing. Agnew (1995c) explained why this is so, noting that most variables have implications for strain, social control, and social-learning theories. Harsh discipline, for example, is often classified as a type of strain, but some claim that it leads to crime by reducing attachment to parents or implicitly teaching the child that violence is acceptable under certain conditions (see Brezina 1998). It is therefore difficult to classify an independent variable as a purely strain, social control, or social-learning variable. This article makes the same argument: Most types of strain have implications for social control and the social learning of crime. Furthermore, it is argued that
those types of strain most likely to lead to crime are those that are associated with low social control and the social learning of crime.

This argument raises a major problem: If those types of strain most strongly related to crime are associated with low control and the social learning of crime, how do we know whether these strains affect crime for reasons related to strain, social control, or social-learning theories? Agnew’s (1995c) solution to this problem was to examine the intervening processes described by these theories. Although these theories have many of the same independent variables in common, they differ in terms of their specification of intervening processes. Strain theory argues that these variables increase crime through their effect on negative emotions, control theory argues that they lower the perceived costs of crime, and social-learning theory argues that they influence the perceived desirability of crime. A few studies have attempted to examine such intervening processes, and they typically find that the processes associated with all three theories are operative (see Agnew 1985; Brezina 1998). Unfortunately, most existing data sets do not allow for the proper examination of these intervening processes (see Schieman 2000 and Stone 1995 for discussions of certain of the problems involved in measuring the key negative emotion of anger).

There is a second strategy that may be employed to determine if a strain measure affects crime for reasons related to strain, social control, or social-learning theory. Certain strain measures may affect crime because they reduce social control and/or foster the social learning of crime. As indicated, harsh discipline is said to reduce attachment to parents and foster beliefs conducive to violence. In such cases, we can examine the effect of the strain measure on crime while controlling for the relevant social control and social-learning variables. For example, we can examine the effect of harsh discipline on crime while controlling for parental attachment and beliefs conducive to violence. Or we can examine the effect of teacher conflicts while controlling for attachment to teachers, attachment to school, and grades. If the strain measure still affects crime after such controls, support for strain theory is increased. This strategy cannot be followed in all cases, however. Certain strain measures—like low grades—directly index the respondent’s level of social control or social learning. Therefore, it is not possible to control for the relevant control or social-learning variables. Also, there is some risk in arguing that the direct effect of the strain measure on crime is best explained by strain theory. Researchers may have failed to control for or properly measure all relevant social control and social-learning variables. And it is possible that the strain measure affects crime for reasons other than those offered by strain, social control, and social-learning theories (e.g., genetic factors may influence both exposure to strain and levels of crime).
Finally, a third strategy sometimes allows us to determine whether strain variables affect crime for reasons distinct from those offered by social control theory. According to the logic of control theory, neutral relationships with other individuals and groups should have the same effect on crime as negative relationships. For example, a juvenile who does not care about her parents should be just as delinquent as a juvenile who dislikes or hates her parents. Both juveniles are equally free to engage in delinquency; that is, both have nothing to lose through delinquency. According to the logic of strain theory, however, the juvenile who hates her parents should be higher in delinquency than the juvenile who does not care about her parents. This is because the juvenile who hates her parents is under more strain. Her hatred likely stems from unpleasant relations with her parents, and it is stressful to live with people you hate. This prediction is easily tested with certain data sets, but researchers rarely compare juveniles who dislike/hate their parents with juveniles who neither like nor dislike their parents (see Nye 1958 for an exception). Similar analyses can be conducted in other areas. For example, researchers can compare the criminal behavior of individuals who hate their grades or jobs with those who do not care about their grades or jobs. If strain theory is correct, individuals who hate their grades or jobs should be higher in crime.

None of these strategies allows us to perfectly determine whether strain variables affect crime for reasons related to strain, social control, or social-learning theories, but taken together they can shed much light on this problem.

**Measuring Strain**

Many current measures of strain are quite simplistic; single-item measures of specific strains are often employed, with these measures providing little information about the magnitude, injustice, or other dimensions of the strain. A similar situation characterizes the stress literature, although stress researchers are starting to collect more detailed information on stressors to better estimate things like their magnitude. For example, some stress researchers have abandoned simple checklist measures and are employing intensive interviews with semistructured probes (see Herbert and Cohen 1996; Wethington et al. 1995; Wheaton 1996). Such techniques were developed because respondents often report trivial stressors when checklist measures are used—even when such checklists attempt to focus on serious stressors (Dohrenwend 2000; Herbert and Cohen 1996; Wethington et al. 1995). Also, many stress researchers now recognize that the circumstances associated with the stressor have an important effect on its impact. It is difficult to employ intensive interviews in the large-scale surveys often conducted by
criminologists, but criminologists can do a much better job of measuring strain in such surveys. As an illustration, one need only compare the measures of economic strain typically employed by criminologists with those commonly used in the family research. Economic strain is not simply measured in terms of low income or a two- or three-item index of socioeconomic status. Rather, family researchers examine such things as (1) family per capita income; (2) unstable work history, which includes changing to a worse job, demotions, and being fired or laid off; (3) debt-to-asset ratio; and (4) increases or decreases in family income in the past year. Furthermore, researchers recognize that these types of economic strain do not affect all families in the same way. So, more direct measures of economic strain are sometimes employed as well. For example, parents are asked about the extent to which the family has enough money for clothing, food, medical care, and bills. They are also asked about the changes they have had to make to cope with economic hardship, like moving, taking an additional job, canceling medical insurance, and obtaining government assistance (e.g., Conger et al. 1992; Fox and Chancey 1998; Voydanoff 1990; also see Agnew et al. 1996; Cernkovich et al. 2000).

CONCLUSION

GST is usually tested by examining the effect of selected types of strain on crime. Researchers, however, have little guidance when it comes to selecting among the many hundreds of types of strain that might be examined. And they have trouble explaining why only some of the strains they do examine are related to crime. This article builds on GST by describing the characteristics of strainful events and conditions that influence their relationship to crime. As indicated, strains are most likely to lead to crime when they (1) are seen as unjust, (2) are seen as high in magnitude, (3) are associated with low social control, and (4) create some pressure or incentive to engage in criminal coping. Based on these characteristics, it is argued that certain types of strain will be unrelated or only weakly related to crime. Such strains include the failure to achieve educational and occupational success, the types of strain that have dominated the research on strain theory. Such strains also include many of the types of strain found in stressful life events scales, which are commonly used to test GST. And it is argued that other types of strain will be more strongly related to crime, including types that have received much attention in the criminology literature (e.g., parental rejection; erratic, harsh parental discipline; child abuse and neglect; negative school experiences) and types that have received little attention (e.g., the inability to achieve selected goals, peer abuse, experiences with prejudice and discrimination).
The arguments presented in this article should have a fundamental impact on future efforts to test GST because they identify those types of strain that should and should not be related to crime. And in doing so, these arguments make it easier to falsify GST. Furthermore, these arguments help explain the contradictory results of past research on strain theory; for example, they help explain why the failure to achieve educational and occupational success is usually not related to crime, whereas verbal and physical assaults usually have a relatively strong relationship to crime.

These arguments also have important policy implications. Agnew (1992) argued that two major policy recommendations flow from GST: reduce the exposure of individuals to strain and reduce the likelihood that individuals will cope with strain through crime (by targeting those individual characteristics conducive to criminal coping). This article suggests a third recommendation: alter the characteristics of strains in ways that reduce the likelihood they will result in crime. Despite our best efforts, many individuals will be exposed to strain. For example, parents, teachers, and criminal justice officials will continue to sanction individuals in ways that are disliked. We can, however, alter the ways in which these sanctions are administered so as to reduce the likelihood that they will (1) be seen as unjust, (2) be seen as high in magnitude, (3) reduce social control, and (4) create some pressure or incentive to engage in crime. In fact, this is one of the central thrusts behind the restorative justice and related movements (see Bazemore 1998; Briathwaite 1989; Sherman 1993, 2000; Tyler 1990). These movements point to ways in which criminal justice officials can increase the perceived justice of sanctions, reduce the perceived magnitude of sanctions, sanction in ways that increase rather than reduce social control, and sanction in ways that create little pressure or incentive for crime. Recommendations in these areas include treating offenders with respect; making them aware of the harm they have caused; giving them some voice in determining sanctions; tempering the use of severe, punitive sanctions; and reintegrating offenders with conventional society through a variety of strategies—like reintegration ceremonies and the creation of positive roles for offenders. Certain parent-training and school-based programs are also structured in ways that reduce the likelihood that strains like disciplinary efforts will be administered in ways that increase the likelihood of criminal coping (see Agnew 1995d, 2001b).

This article, then, extends Agnew’s (1992) GST in a way that substantially improves its ability to explain and control crime. Although Agnew (1992) argues that the reaction to strain is largely a function of individual characteristics, this article argues that the reaction to strain is a function of both individual characteristics and the characteristics of the strain that is being experienced. Strain is most likely to lead to crime when individuals possess characteristics conducive to criminal coping (as described in Agnew 1992).
and they experience types of strain conducive to criminal coping (as described above). This extension of strain theory parallels recent developments in the stress literature. Like Agnew (1992), stress researchers argued that the impact of stressors on outcome variables was largely a function of individual characteristics like coping skills and social support. Stress researchers, however, have increasingly come to realize that stressors do not have comparable impacts on outcome variables. Certain stressors are significantly related to outcome variables—most often measures of mental and physical health—whereas others are not (e.g., Aseltine et al. 2000; Aseltine, Gore, and Colten 1998; Brown 1998; Wethington et al. 1995; Wheaton et al. 1997; Dohrenwend 1998). So we must consider both the nature of the stressor and the characteristics of the individual experiencing the stressor.

Like Agnew’s (1992) original statement of GST, however, the arguments in this article are in need of further research and elaboration. The predictions regarding the impact of specific types of strain on crime are tentative. Researchers should use the methods described in this article to better determine the extent to which these and other types of strain are seen as unjust, are seen as high in magnitude, are associated with low social control, and create some pressure or incentive for crime. Such research should improve the accuracy of the predictions that are made. Furthermore, researchers should pay attention to the impact of group membership in such research. For example, it is likely that there are group differences in the extent to which certain strains are seen as unjust or high in magnitude. In addition, researchers should examine whether particular strains have a greater impact on some types of crime than other types. For example, some research suggests that certain strains are more strongly related to aggression/violence than to other types of crime (e.g., Agnew 1990; Aseltine et al. 1998, 2000; Mazerolle et al. 2000; Mazerolle and Piquero 1997). (Likewise, the stress research reveals that some stressors are more strongly related to some types of negative outcomes than to others.) The arguments presented in this article, then, are still in need of much development, but that does not diminish their central thrust—some strains are more likely than others to result in crime.

NOTES

1. Most of the research in criminology simply assumes that certain events or conditions are disliked by most of the people being studied. This is probably a reasonable assumption in most cases (e.g., criminal victimization), although it is a more questionable assumption in other cases (e.g., changing schools). A potentially more serious problem with the criminology research is that researchers rarely employ a complete or comprehensive list of objective strains. Researchers usually only examine a few types of objective strain—often overlooking many of the most important types. For example, interviews with adolescents suggest that peer conflict and abuse
are among the most important types of objective strain in this group, but such conflict/abuse is rarely considered by researchers (although see Agnew 1997; Agnew and Brezina 1997; Ambert 1994; Aseltine, Gore, and Gordon 2000; Seiffge-Krenke 1995). Likewise, experiences with racial prejudice and discrimination are seldom considered by researchers, despite evidence that such experiences are a major type of objective strain among African Americans and others (Ambert 1994; Anderson 1999). Recent research suggests that the failure to examine the full range of stressors can lead researchers to substantially underestimate the effect of stress or strain (Turner, Wheaton, and Lloyd 1995).

2. This is much less of a problem when judges or group members are rating the injustice of objective strains because these ratings are averaged across judges or group members.

3. Attributions of recklessness and negligence may also lead to perceptions of unjust treatment, although they result in less blame than attributions of intent. See Tedeschi and Felson (1994) and Tyler et al. (1997) for discussions in this area.

4. The distributive justice literature focuses on norms governing the distribution of outcomes, with outcomes broadly defined. Such outcomes include the types of strain considered in general strain theory (GST): the blockage of goal-seeking behavior, the removal of positively valued stimuli, and the presentation of negatively valued stimuli. Several rules govern the distribution of outcomes (e.g., equity, need, equality). And a range of factors influences the choice of the most relevant rule(s) and the determination of whether the rule(s) has been violated—with self-interest being a major factor (Hegtvedt and Cook forthcoming; Hegtvedt and Markovsky 1995; Tyler et al. 1997). The procedural justice literature focuses on the process by which people decide how to distribute outcomes. Several factors have been found to influence judgments about the fairness or justice of this process, although the relative importance of these factors varies by type of situation and other variables (Hegtvedt and Markovsky 1995; Lind and Tyler 1988; Sherman 2000; Tyler 1994; Tyler et al. 1997). The interactional justice literature focuses on the norms governing interaction between people, with data indicating that people have a strong desire to be treated in a polite, respectful, considerate, nonaggressive manner (Mikula 1986, 1993; Mikula, Petri, and Tanzer 1990; Tedeschi and Felson 1994). The retributive justice literature focuses on the factors that influence the reaction to people who break social rules, with research indicating that people feel a need to sanction those who intentionally violate rules and with the sanction being proportional to the harm intended or inflicted (Tedeschi and Felson 1994; Tyler et al. 1997). Violations of distributive, procedural, interactional, and retributive justice norms may each influence overall evaluations of justice, although the relative importance of each type of justice varies according to several factors (Tyler et al. 1997).

5. Agnew (1992) argued that the inability to achieve educational and occupational goals would be related to crime if researchers focused on the disjunction between expectations or expected goals and actual achievements. He claimed that expectations are taken more seriously than aspirations. An empirical study by Jensen (1995), however, failed to find support for this argument—although further tests would be useful.

6. Colvin’s (2000) theory of differential coercion essentially described a general type of strain—coercion—said to be especially conducive to crime (the theory also presented excellent discussions of the many ways that coercion may contribute to crime and the cultural and structural sources of coercion). Coercion involves “the use or threat of force and intimidation aimed at creating compliance through fear,” including the “actual or threatened removal of social supports,” and “pressure arising from structural arrangements and circumstances that seem beyond individual control,” creating “a sense of desperation that seems to compel an individual toward immediate action.” This broad definition includes most or all of the types of strain said to lead to crime but may also include many of the strains not predicted to affect crime—such as the inability to achieve conventional success goals, demands for the care of conventional others, and isolation from peer groups and situations conducive to crime.
7. One should also take account of the possibility that anger may indirectly affect crime by reducing the perceived costs of crime and increasing the perceived desirability of crime, as indicated earlier in this article.

8. Explaining the origins of such differences is, of course, central to any effort to develop the macro-side of GST (see the excellent discussions in Anderson 1999; Bernard 1990; Colvin 2000; and Messerschmidt 1993).
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Variation in criminal/delinquent behavior across communities, schools, and other social units is usually explained in terms of social disorganization and subcultural values. Agnew’s macro-level strain theory (MST), however, provides an additional explanation. MST contends that macro-level differences in crime and deviance can also be explained in terms of aggregate levels of anger and frustration. Following Agnew’s recommendations, the authors conduct an initial school-level test of MST using data on aggressive student behavior from a national sample of public high schools. The results of the assessment lend partial support to the theory, showing that student-to-student conflict is partly a function of the level of anger in the student population. Other forms of aggressive student behavior, however, are not likewise affected. Nonetheless, the authors believe the findings are sufficiently promising to warrant further examination of MST, and they offer some suggestions in this regard.

In recent years, the criminological community has witnessed a resurgence of interest in strain theory. This development is largely attributable to Agnew’s (1992) formulation of general strain theory (GST). According to GST, individuals may encounter aversive social relations in which they experience goal blockage, are presented with noxious stimuli, and/or are deprived of positively valued stimuli. These relations tend to generate negative affect,
create pressures for corrective action, and increase the likelihood of criminal/delinquent behavior. Anger plays a central role in GST and is said to have a particularly strong connection to delinquency because it “energizes” strained individuals to action, lowers inhibitions, increases felt injury, and “creates a desire for retaliation and revenge” (Agnew 1992:60).

Agnew’s (1992) version of strain theory highlighted various independent variables and provided rather clear guidelines for empirical testing. For this reason, GST has attracted much attention from researchers (e.g., Brezina 1996; Hoffmann and Miller 1998; Mazerolle and Piquero 1997; Paternoster and Mazerolle 1994). In particular, Agnew highlighted the assumptions and intervening processes that most clearly distinguish strain theory from competing theoretical frameworks. Whereas social control theory assumes that individuals are “freed” into delinquency, and social-learning theory assumes that individuals come to view delinquency as a form of desirable or justifiable behavior, strain theory assumes that individuals are pressured into delinquency by their circumstances. Moreover, strain theory is the only major crime theory to emphasize the importance of anger and other negative emotions (Agnew 1995a).

Initial tests of GST have been promising. Strain in parental and school relations (e.g., parental punitiveness, negative comments from teachers, and frustration with school) has been linked to delinquency in several studies, controlling for social control and social-learning factors (Agnew 1985; Agnew and White 1992; Brezina 1998; Broidy 2001; Hoffmann and Miller 1998; Mazerolle 1998; Mazerolle and Piquero 1997, 1998; Paternoster and Mazerolle 1994; Piquero and Sealock 2000). In addition, certain data indicate that anger is an important intervening mechanism linking strain to delinquent outcomes, especially interpersonal violence or aggression (Agnew 1985; Brezina 1998; Broidy 2001; Mazerolle and Piquero 1997, 1998; but see Mazerolle et al. 2000). Although more testing will be required to fully evaluate the theory, these initial results suggest that GST may have an important place to occupy in contemporary criminological theory.

It is important to note, however, that Agnew (1992:75) presented his formulation of strain theory as a foundation for further theoretical development rather than a “fully developed alternative” to earlier strain theories. GST, for example, was pitched at the individual level of analysis. This fact represents a potential limitation of the theory because, as Agnew recognized, the macro implications of GST had not been fully developed.

In a recent article, Agnew (1999) addressed this issue by presenting an extended and elaborated version of GST that is designed to explain community-level (or macro-level) differences in criminal and delinquent
behavior. In addition to social disorganization and subcultural values, this version of GST contends that aggregate-level variation in crime/delinquency can also be explained in terms of frustrating social conditions and aggregate levels of anger and frustration. The characteristics of certain communities are said to be particularly aversive. As a result, these communities are inhabited by a high percentage of angry/frustrated individuals and thus exhibit relatively high rates of criminal/delinquent behavior.

The purpose of this study is to conduct an initial test of Agnew’s macro-level version of strain theory (henceforth, MST). As Agnew (1999) observed, currently available data sets do not allow for an adequate test of the theory at the community level of analysis. However, Agnew (1999:140) suggested that available school-level data can be used to conduct an initial evaluation of MST. If the core propositions of MST are correct, variation in problem behavior across schools should be associated with aggregate-level student anger, controlling for other relevant variables.

Following Agnew’s (1999:140) recommendations, we conducted an initial school-level assessment of MST using data on aggressive student behavior from a national sample of public high schools. Like Agnew, we believe that school-level data can shed useful light on the possible merits of MST, and, at least for a preliminary test of the theory, school-level data appear to have certain advantages. As Agnew stated, MST “is best tested with data from smaller areas” (p. 124). Unlike metropolitan areas and other large social units, schools can be expected to be more homogeneous in terms of the major independent and dependent variables. Schools are also more likely to have definite boundaries, with more extensive interaction between members (Felson et al. 1994).

Although the main purpose of this study is to examine the merits of MST, our focus on aggressive student behavior should also be of interest to criminologists. There is growing concern with student conflict, aggression, and violence in our schools, and many psychologists believe that anger is an important contributing factor (Furlong and Smith 1994). Yet, despite some evidence of a correlation between anger and student aggression, “anger, particularly among children and adolescents, has received only limited research attention” (Smith et al. 1998:2). Our analyses will help to elucidate the processes through which anger affects student behavior. This study, then, will add to the literature on problem behaviors in school as well as the literature on strain theory. Before turning to the results of the data analyses, we provide a brief summary of MST and describe how it applies to aggressive/disruptive behavior in the school setting.
A BRIEF SUMMARY OF AGNEW'S MST

The Dominant Theories of Macro-Level Variation in Crime and Delinquency

Variation in criminal and delinquent behavior across macro-level social units (e.g., schools, neighborhoods, and metropolitan areas) is usually explained in terms of social disorganization/social control theories and, to a lesser extent, subcultural deviance theories. The dominance of these two theoretical perspectives is readily apparent in the community crime literature.

According to social disorganization theorists, some communities exhibit relatively high rates of crime and delinquency because they have lost the ability to control their members (Bursik 1988; Bursik and Grasmik 1993). Due to high rates of residential mobility, family disruption, economic deprivation, or other manifestations of social disorganization, high-crime communities tend to suffer from low participation in community life, weak commitment to community institutions, and inadequate supervision of youths (Sampson, Raudenbush, and Earls 1997). As a result, members of disorganized communities have more freedom to engage in crime and delinquency. The results of numerous empirical studies are, in fact, consistent with a social control explanation (e.g., Bellair 1997; Elliott et al. 1996; Sampson 1987; Sampson and Groves 1989; Veysey and Messner 1999).

Subcultural deviance explanations are also prominent in the community crime literature, although there is less direct support for these explanations (Cao, Adams, and Jensen 1997; but see Anderson 1994; Heimer 1997; Markowitz and Felson 1998; Matsueda et al. 1992). According to subcultural accounts, the characteristics of disadvantaged communities foster the development of subcultures that hold values conducive to crime and deviance. Anderson (1994), for example, observed that much social interaction in high-crime neighborhoods is governed by the “code of the streets.” Residents who live by the code actively campaign for respect in the streets by abusing others and view violence as a necessary or acceptable response to slights and provocations (see also Luckenbill and Doyle 1989).

The dominance of social disorganization and subcultural deviance explanations is also apparent in the literature on school disorder. In the attempt to explain variation in delinquent or disruptive behavior across schools, researchers typically examine the effects of social disorganization and student values. Studies in this area have focused on the contribution of internal or institutional factors (e.g., overall levels of student commitment, approval of delinquent conduct, and other aspects of “school climate”), the contribution of external factors related to the status of the surrounding community.
(e.g., local rates of poverty, crime, and residential stability), or some combination of internal and external factors (Ennett et al. 1997; Felson et al. 1994; Gottfredson and Gottfredson, 1985; Hellman and Beaton 1986; Tygart 1988; Welsh, Greene, and Jenkins 1999; Welsh, Stokes, and Greene 2000). In general, the results of these studies indicate that variables derived from social disorganization and subcultural deviance theories can help to explain why some schools are plagued by relatively high levels of crime, delinquency, and problem behavior.

*Agnew's MST*

MST provides an additional explanation of aggregate-level variation in criminal and delinquent behavior. In terms of community-level differences in crime and deviance, MST contends that these differences are a function not only of differences in social control and values “but also of differences in the motivation for crime” (Agnew 1999:126, emphasis added). In addition to low social control and subcultural orientations, Agnew argued that the characteristics of disadvantaged communities (e.g., inequality, blocked opportunity, and various life stressors) contribute to strain and high levels of anger/frustration (for a complete description of the possible sources of community strain and anger, see Agnew 1999). Disadvantaged communities, then, suffer from a relatively high proportion of strained and angry individuals in the resident population. This is another reason for the high levels of crime and delinquency observed in these communities, based on the assumption that strain/anger is a major source of deviant motivation.

A further and particularly intriguing argument of MST is that a high concentration of angry residents, in itself, can escalate crime. When communities suffer from a high density of angry persons, this increases the likelihood that residents will make contact with angry, upset, and potentially hostile individuals. It also increases the likelihood that angry individuals will interact with one another. This situation has the potential to generate much “interpersonal friction” and, ultimately, higher levels of conflict and aggression (see also Bernard 1990).

Agnew (1999) also considered the community-level factors that are likely to condition the effects of strain and anger on crime. Individuals may cope with strain and anger in a variety of ways (e.g., attack the source of adversity or use cognitive techniques to minimize subjective strain), and not all involve crime or delinquency. The likelihood of criminal versus conventional coping is likely to be shaped by such factors as the availability of conventional coping resources in a community, the presence of subcultures that encourage deviant adaptations to strain, level of community social control, and extent of criminal opportunity.
Several of these conditioning variables are borrowed from social disorganization and subcultural deviance theories. This is a noteworthy observation because it highlights the fact that, although MST provides an additional explanation for community crime rates, it is not meant to replace social disorganization and subcultural deviance theories (Agnew 1999). Rather, MST is proposed as a supplement to these theories. As Agnew (1999) argued, “a full explanation of community differences in crime rates must draw on a range of theories, including those which examine the ways in which communities motivate as well as control crime” (p. 147).

Although Agnew (1999) focused on the application of MST to community differences in crime rates, he suggested that key aspects of the theory can be used to explain variation in crime and deviance across other social units, including schools. (As described below, he stated that school-level data can be used to conduct a preliminary test of the theory.) In particular, school-level variation in crime, delinquency, and problem behavior is likely to be a function not only of social disorganization and subcultural values but also the level of anger in the student population. Moreover, when a school harbors a relatively angry student population, this increases the likelihood that students will interact with angry/upset peers and, hence, “get into conflicts” (Agnew 1999:141).

**ASSESSING THE EMPIRICAL VALIDITY OF AGNEW’S MST**

**Testing Core Propositions with School-Level Data**

MST asserts that a full explanation of macro-level variation in crime and deviance requires attention to aggregate levels of anger/frustration in addition to variables derived from social disorganization and subcultural deviance theories. To determine the validity of this assertion, it will be necessary to estimate the effects of MST, social disorganization, and subcultural deviance variables simultaneously, in multivariate analyses (Agnew 1995c, 1999; Agnew et al. 1996).

As Agnew (1999) observed, attempts have not yet been made to measure all of the necessary variables at the community level of analysis. However, he noted that appropriate school-level data are available, namely, data contained in the Youth in Transition Survey (YIT) (Bachman 1975). This data set contains an adequate range of theoretically relevant variables and can be used to conduct an initial test of key MST propositions. As Agnew (1999) stated:

The Youth in Transition (YIT) data set contains a measure of anger/frustration that can be aggregated to the school level. We can, therefore, estimate the per-
centage of angry/frustrated individuals in each school. The YIT data also allow us to construct rough measures of school disorganization and school values conducive to crime/violence. . . . [If MST is correct,] we would expect the aggregate measure of anger/frustration to be related to school crime rates even after school disorganization and values are controlled. (P. 140)

The ability to construct an aggregate measure of student anger also permits a test of the interpersonal-friction argument of MST. If a high density of angry students promotes interpersonal conflict and aggression, “we would also expect the aggregate measure of anger/frustration to be related to individual crime, even after individual anger/frustration and other individual-level variables [are] controlled” (Agnew 1999:140).

As stated earlier, school-level data may be particularly suitable for a preliminary test of MST because the theory is best tested with data from smaller units of analyses. We can also note that school-level data may be especially suitable for testing the interpersonal-friction argument. Students rarely have the opportunity to choose which schools they attend, and they generally have little control over their interactions with other students. For example, it is not always possible for students to avoid interactions with other students; they may be assigned to the same classes or be forced to navigate the same passageways. Thus, students may be forced to interact with others, even if they find these interactions to be hostile or unpleasant. This feature of the school environment should maximize the likelihood of finding support for the interpersonal-friction argument of MST—if, in fact, this argument is valid.

A Focus on Aggressive Behavior

In the next section of the article, we describe the details of an initial test of MST. Our test of MST conforms to Agnew’s (1999) recommendations with, perhaps, one exception. Although Agnew (1999) did not outline hypotheses that are specific to particular types of criminal, delinquent, or deviant outcomes, our analyses focus strictly on aggressive/disruptive student behaviors, such as fighting and arguing with teachers and peers. This focus is mainly a function of limitations inherent in the YIT data (see below).

For several reasons, our focus on aggressive behavior should not be a major problem for an initial school-level test of MST. First, the interpersonal-friction argument appears to be mainly relevant to aggressive behavior, particularly conflict between students. Second, researchers have noted that, due to the theory’s focus on anger, GST arguments are especially relevant to aggressive behavior (Mazerolle and Piquero 1997). Data indicate that anger has a more substantial effect on aggression than other forms of deviant conduct (Agnew 1985:160; see also Mazerolle et al. 2000; Mazerolle and
Piquero 1998; Piquero and Sealock 2000). This finding is consistent with a sizable psychological literature documenting the aggression-provoking qualities of anger. Anger typically occurs when individuals have attributed blameworthiness to others. Moreover, angry arousal increases the likelihood that further conflict will lead to an aggressive response because it tends to lower the individual’s threshold for perceived wrong or injury. Thus, if a person is already in a state of arousal, “even a casual remark” may be interpreted as an affront and “any further obstruction as an unwarranted infringement” on the individual’s rights (Averill 1982:142; see also Berkowitz 1993; Bernard 1990; Zillman 1979).

We should also note that, although the focus of our analyses includes attention to relatively minor aggressive acts, such acts can lead to more serious forms of aggression in the school context. Research conducted by Lockwood (1997:2) indicated that violent incidents at school typically originate from seemingly trivial “opening moves,” such as a push or shove, an insult, an accusation of wrongdoing, verbal teasing, or other “minor affronts.” (In fact, Lockwood suggested that reducing the frequency of minor affronts may be the most promising approach to the problem of school violence.)

In the analyses presented below, our main goal is to test the core propositions of MST as they apply to aggressive behavior at school. Due to data limitations and other restrictions, we do not attempt to examine factors that may condition the effects of anger on student aggression. Although this fact limits the breadth of our assessment, at this point it seems most useful to determine whether the central arguments of MST are at all valid. Similar preliminary investigations of core theoretical propositions have been undertaken and have been useful in the assessment of self-control (Grasmick et al. 1993), general strain (Agnew and White 1992), and control balance (Piquero and Hickman 1999) theories.

**DATA AND METHODS**

To conduct an initial test of MST, we draw on individual and school-level data from the first and second waves of the YIT survey (Bachman 1975). The YIT data set has been used in previous research on schools and problem behavior, mainly to test arguments derived from social control and subcultural deviance theories (Felson et al. 1994). Prior research, then, provides a useful starting point for this study. We can now add an aggregate measure of anger to the list of independent variables.

The initial wave of the survey (time 1) is based on a national sample of 2,213 male public high school students in the 10th grade, drawn from 87 randomly selected schools. According to the principal author of the study, the
YIT sample constitutes “an essentially bias-free representation of tenth-grade boys in public high schools throughout the United States” (Bachman 1975:1). The second wave of the survey (time 2) is based on data collected from 1,886 (85 percent) of the original respondents the following school year, when they were in the 11th grade. Data presented by Bachman, O’Malley, and Johnston (1978:257-61) indicate that the survey results were not seriously biased by either panel attrition or repeated measurement effects.5

The YIT data were obtained from personal interviews and questionnaires administered to the respondents. A school identification code is provided for each respondent, and thus it is possible to aggregate individual-level data (e.g., anger, commitment to school, deviant beliefs, and aggressive behavior) to the school level.

Most of the study variables described below are measured at both the individual and school level. For continuous variables, the school-level measures represent the means of the individual-level variables. For dichotomous variables (such as race), the school-level variables are equivalent to the proportion of students in each school who share a particular characteristic or attribute (see the appendix for descriptive statistics and correlations among the school-level measures).

**Measurement of Dependent Variables**

Although the YIT survey contains several delinquency scales, most of these scales are not well suited for the purposes of this study. First, the items in most of the delinquency scales ask respondents to report the number of times they engaged various acts during the past three years. These scales, then, index behaviors that may have occurred before students were actually enrolled in the various schools included in the sample. This is a problem if we wish to estimate the level of problem behavior at each school.

Second, most of the scales fail to measure delinquent/disruptive behavior that is specific to the school context. This is a potential problem if we are interested in estimating the effect of school-context variables on student behavior because it is reasonable to assume that such variables would mainly affect behavior occurring in or around schools.

Fortunately, the YIT data set contains several items that allow us to avoid these problems. During each wave of data collection, respondents were asked to report the general frequency in which they engaged in various aggressive and disruptive behaviors at their school. Responses to these items were used to construct the dependent variables.6

Respondents who score high on a three-item scale of Aggressive Behavior say they often (1) “fight or argue with other students,” (2) argue “with their
teachers,” and (3) do things they “know will make the teacher angry” (factor loadings range from .77 to .86). Responses to each item in the scale range from 1 (never engage in the behavior) to 5 (almost always engage in the behavior). The mean of the items constitutes the scale score. To test the interpersonal-friction argument of MST, we conduct separate analyses using the single-item measure of fighting/arguing with other students (item 1 in the above scale), which we label Conflict with Peers.

In the analyses reported below, we control for the effects of prior aggression/conflict to increase confidence in proper temporal ordering. In particular, we estimate the effects of time 2 school-context variables on time 2 Aggressive Behavior and Conflict with Peers while controlling for time 1 aggression/conflict.

**Measurement of Independent Variables**

A number of independent variables were constructed with the aid of factor analysis. For example, a number of items relating to anger/frustration were factor analyzed using principal components extraction and an orthogonal method of rotation. Items that loaded high onto a single factor (at least .50) were then selected to form an anger scale. The scale items are equally weighted, and the average of these items constitutes the scale score. (All of the following independent variables are measured at time 2.)

**Anger.** High scorers on a six-item Anger scale say they often (1) feel like a “powder keg ready to explode,” (2) feel like “losing their temper,” (3) feel like swearing, (4) feel like being rude, (5) lose their temper easily, and (6) are irritated by small things (factor loadings range from .59 to .75). In short, these are angry and frustrated individuals (see also Agnew 1985; Brezina 1996).

**Commitment to School.** High scorers on a four-item measure of Commitment to School state that it is “very good” to (1) study constantly “in order to become a well-educated person,” (2) work hard “to achieve academic honors,” (3) strive to get “the top grade-point average in the group,” and (4) study hard “to get good grades” (factor loadings range from .70 to .83). In short, these individuals are highly committed to conventional academic goals. This measure has been used in past research to index social control (e.g., Agnew 1985; Brezina 1996; Felson et al. 1994).

**Approval of Aggression.** High scorers on this three-item scale express beliefs or values that are conducive to aggressive behavior in response to various types of provocation (see Felson et al. 1994). In particular, these individuals devalue nonaggressive responses to personal attacks and wrongdoing.
stating that it is not good to (1) turn the other cheek and forgive others when they harm you, (2) reply to anger with gentleness, and (3) be kind to people “even when they do things against one’s beliefs” (factor loadings range from .66 to .80). This measure has been used in past research to index adherence to a subculture of aggression or violence (Felson et al. 1994).

Measurement of Control Variables

A number of control variables are entered into the analyses including the following dummy variables: race (1 = Black), family stability (scored 1 if the respondent lives with both his mother and father), and residential stability (scored 1 if the respondent [a] had lived in his present locality for six or more years at time 1, and [b] had not experienced a change of residence by time 2). The analyses also control for socioeconomic status and school size, each measured at time 1. Socioeconomic status is measured by a six-item index constructed by the original investigators (Bachman 1975), which combines information on father’s occupational status, father’s education, mother’s education, number of rooms per person in the home, number of books in the home, and a checklist of other possessions (e.g., a map or globe, a set of encyclopedias, a camera). The mean of the six items constitutes the scale score. The measure of school size is based on total student enrollment.

Analyses

The data analyses proceed in three steps. First, we conduct analyses of variance (ANOVA) to determine the amount of variation in aggression/conflict occurring within and between schools. It is important to demonstrate that a sufficient amount of between-school variation in aggression/conflict exists to warrant further consideration, especially in light of MST predictions. If levels of student conflict and aggression do not vary across schools, then there will be nothing for school-level variables to explain (Felson et al. 1994).

Second, we conduct aggregate school-level multivariate analyses based on ordinary least squares regression (OLS). The OLS analyses focus on the ability of school characteristics (such as the aggregate measure of student anger) to explain school-level differences in overall aggression/conflict. In these analyses, both explanatory and outcome measures are aggregated to the school level.

Third, we conduct contextual analyses based on hierarchical linear modeling (HLM), version 4.04 (Bryk and Raudenbush 1992). The contextual analyses focus on the ability of school-level characteristics to explain individual differences in aggression/conflict, net of the influence of individual-level
characteristics. Contextual analyses, then, will allow us to estimate the effects of aggregate-level anger on student aggression/conflict while controlling for individual anger and other variables. By controlling for individual-level characteristics, we gain confidence that the observed effects of school climate variables are not simply a reflection of individual characteristics, which may also vary across schools. Such analyses are required to test the interpersonal-friction proposition of MST.

RESULTS

ANOVA

The results of one-way ANOVA (not shown) indicate that, although most of the variation in the dependent variables occurs within schools (93 to 94 percent), a significant proportion of the total variance occurs between schools. Approximately 7 percent of the variation in Aggressive Behavior ($F$ value = 1.43, $p < .05$) and 6 percent of the variation in Conflict with Peers ($F$ value = 1.28, $p < .05$) occurs between schools. Although the amount of between-school variation in student aggression/conflict is not large, contextual variables at any level of analysis “rarely explain more than 5 percent to 10 percent of the total variance in any dependent variable” (Felson et al. 1994:163; see also Welsh et al. 1999). Thus, the ANOVA results are typical for this line of research and suggest that schools are meaningful contexts for the study of aggressive behavior.

Aggregate-Level Analyses

Table 1 presents the results of the aggregate-level analyses.\footnote{Table 1 presents the results of the aggregate-level analyses.} The first equation in Table 1 shows the effects of the aggregate-level variables on Aggressive Behavior, whereas the second equation shows the effects of these variables on Conflict with Peers. The results provide mixed support for MST. Anger fails to exhibit a significant effect on Aggressive Behavior, indicating that schools with relatively angry student populations do not necessarily witness high levels of fighting and arguing directed at both teachers and peers. However, anger exhibits a significant effect on the more specific measure of Conflict with Peers ($p > .05$), controlling for prior conflict and other variables.

Thus, although the aggregate-level measure of student anger does not affect aggressive behaviors of a relatively general nature, it does predict student-to-student conflict.\footnote{This pattern of results is not entirely consistent}
with the expectations of MST, although it is line with the interpersonal-friction argument of the theory (the contextual analyses reported below allow for a more direct test of the interpersonal-friction argument).

According to the results in Table 1, interschool variation in Aggressive Behavior is a function of subcultural values (approval of aggression), prior history of aggressive behavior at the school, and school size ($p < .05$). Interschool variation in Conflict with Peers is also a function of subcultural values, prior conflict with peers, and school size—along with anger.

Interestingly, the effect of school size is negative in both equations, indicating that schools with relatively large student enrollments tend to experience lower levels of aggression/conflict. Overall, the effect of school size has been inconsistent in past research. Some researchers have observed a positive association between school size and disorder (Gottfredson and Gottfredson 1985), suggesting that large schools have difficulty exerting social control. However, like the present study, Welsh and his colleagues (1999) observe a negative association between school size and disorder (or problem behavior). Although the association was not statistically significant in their analyses, the authors note that large student populations may reduce certain types of problem behavior, particularly interpersonal conflict: “Perhaps students more

<table>
<thead>
<tr>
<th>Time 2 Dependent Variables</th>
<th>Aggressive Behavior</th>
<th>Conflict with Peers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>b</td>
<td>(B)</td>
</tr>
<tr>
<td></td>
<td>SE</td>
<td>t Value</td>
</tr>
<tr>
<td>Time 2 independent variables</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anger</td>
<td>.154 (.155)</td>
<td>.098</td>
</tr>
<tr>
<td>Approval of aggression</td>
<td>.272 (.440)</td>
<td>.080</td>
</tr>
<tr>
<td>Commitment to school</td>
<td>.063 (.071)</td>
<td>.109</td>
</tr>
<tr>
<td>Control variables</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Family stability</td>
<td>–.108 (–.089)</td>
<td>.139</td>
</tr>
<tr>
<td>Residential stability</td>
<td>.099 (.076)</td>
<td>.127</td>
</tr>
<tr>
<td>Percent Black</td>
<td>–.017 (–.027)</td>
<td>.081</td>
</tr>
<tr>
<td>Socioeconomic status</td>
<td>.053 (.132)</td>
<td>.045</td>
</tr>
<tr>
<td>School size</td>
<td>–.000 (–.305)</td>
<td>.000</td>
</tr>
<tr>
<td>Time 1 Aggressive Behavior</td>
<td>.223 (.231)</td>
<td>.093</td>
</tr>
<tr>
<td>Time 1 Conflict with Peers</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>$R^2$</td>
<td>.409</td>
<td>.520</td>
</tr>
</tbody>
</table>

NOTE: N=87. Unstandardized effects shown, with standardized effects in parentheses. *p < .05 (two-tailed test).
easily blend into the crowd in a large school—they welcome anonymity and/or successfully practice avoidance so as to reduce conflicts” (Welsh et al. 1999:104). Clearly, additional research on school size is needed, particularly the effects of school size on different types of delinquent/disruptive behavior.

**Contextual Analyses**

Our HLM analyses involved the specification of multilevel models (for both Aggressive Behavior and Conflict with Peers) that incorporate the influence of individual-level and school-level characteristics (note, however, that school size has no counterpart at the individual level). An individual-level model is designed to assess the contribution of individual characteristics (within-schools factors) to student aggression/conflict. A school-level model is designed to assess the added contribution of school climate variables (between-schools factors). In the school-level model, the means (or intercepts) of aggression/conflict for each school (derived from the individual-level model) serve as outcome measures. The school-level model, then, estimates the effects of school climate variables on student aggression/conflict after adjusting for the influence of individual-level characteristics.9

Table 2 presents the results of the contextual analyses. As seen in Table 2, the results of the contextual analyses parallel the outcomes of our earlier aggregate-level analyses. School-level anger fails to exhibit a significant effect on Aggressive Behavior. However, school-level anger has a significant effect on Conflict with Peers (p < .05), controlling for individual anger and other variables. Consistent with the interpersonal-friction argument of MST, the latter finding suggests that a student is more likely to engage in fights and arguments with schoolmates if he attends a school that harbors a relatively angry student population, controlling for his own level of anger. In such schools, students may have frequent contact with angry and potentially hostile peers and, consequently, high levels of exposure to the type of interactions that promote conflict and aggression.10

A few other school-level effects in Table 2 are noteworthy. Approval of aggression exhibits a significant school-level effect on Aggressive Behavior (p < .05), controlling for approval of aggression at the individual level. As Felson and his colleagues (1994) discuss, this finding suggests the operation of a social control process. In addition to any internal pressure caused by personal adherence to aggression-oriented values, students may feel external pressure to engage in aggressive behaviors when such acts are valued by schoolmates (e.g., pressure to argue with, and to show contempt for, teachers for the purpose of impression management).

Unexpectedly, approval of aggression at the school level fails to exhibit a significant effect on the more specific measure of Conflict with Peers,
suggesting that fights and arguments with schoolmates are not encouraged by the same process. The effect in this case would be marginally insignificant ($p = .07$) in a one-tailed test, so we are reluctant to draw definitive conclusions about the relationship between aggression-oriented values and various types of aggressive behavior. However, one possible explanation for the

<table>
<thead>
<tr>
<th>Time 2 Dependent Variables</th>
<th>Aggressive Behavior</th>
<th>Conflict with Peers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>b</td>
<td>SE</td>
</tr>
<tr>
<td>Time 2 independent variables</td>
<td></td>
<td></td>
</tr>
<tr>
<td>School level</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anger</td>
<td>.130</td>
<td>.101</td>
</tr>
<tr>
<td>Approval of</td>
<td></td>
<td></td>
</tr>
<tr>
<td>aggression</td>
<td>.226</td>
<td>.081</td>
</tr>
<tr>
<td>Commitment to school</td>
<td>-.018</td>
<td>.112</td>
</tr>
<tr>
<td>Family stability</td>
<td>-.229</td>
<td>.146</td>
</tr>
<tr>
<td>Residential stability</td>
<td>.046</td>
<td>.129</td>
</tr>
<tr>
<td>Percent Black</td>
<td>-.053</td>
<td>.086</td>
</tr>
<tr>
<td>Socioeconomic status</td>
<td>.065</td>
<td>.046</td>
</tr>
<tr>
<td>School size</td>
<td>-.000</td>
<td>.000</td>
</tr>
<tr>
<td>Time 1 Aggressive Behavior</td>
<td>.243</td>
<td>.094</td>
</tr>
<tr>
<td>Time 1 Conflict with Peers</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Individual level</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anger</td>
<td>.275</td>
<td>.021</td>
</tr>
<tr>
<td>Approval of</td>
<td></td>
<td></td>
</tr>
<tr>
<td>aggression</td>
<td>.101</td>
<td>.015</td>
</tr>
<tr>
<td>Commitment to school</td>
<td>-.067</td>
<td>.019</td>
</tr>
<tr>
<td>Family stability</td>
<td>-.051</td>
<td>.035</td>
</tr>
<tr>
<td>Residential stability</td>
<td>.030</td>
<td>.031</td>
</tr>
<tr>
<td>Race (1 = Black)</td>
<td>-.025</td>
<td>.086</td>
</tr>
<tr>
<td>Socioeconomic status</td>
<td>.014</td>
<td>.019</td>
</tr>
<tr>
<td>Time 1 Aggressive Behavior</td>
<td>.322</td>
<td>.021</td>
</tr>
<tr>
<td>Time 1 Conflict with Peers</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

NOTE: Unstandardized effects shown.
*p < .05 (two-tailed test).
inconsistent effects of school-level values involves the type of audience that is likely to witness student-to-teacher versus student-to-student aggression. Student-to-teacher interaction typically occurs in the classroom, in front of a captive audience of one’s peers. This fact may increase the likelihood that a student will feel external pressure to display aggressive/disruptive behavior. Although conflicts that erupt between students often have an audience, this is not always the case (Lockwood 1997). Thus, in hostile encounters with other students, external pressure to respond with verbal or physical aggression may not be felt with the same degree of consistency.

Returning to the results in Table 2, we see that prior aggression/conflict and school size exhibit significant effects on both Aggressive Behavior and Conflict with Peers ($p < .05$). The effect of prior aggression/conflict at the school level suggests that a student is more likely to engage in aggressive behavior if he attends a school that has had problems with student aggression/conflict in the past, controlling for his own recent history of aggressive behavior. It is possible that, at the school level, our measures of prior aggression/conflict help to capture the effects of relevant school characteristics that have been omitted from the analyses, such as poor disciplinary practices or other factors that increase the likelihood of problem behavior among students.

At the individual level, four variables exhibit significant and consistent effects on both Aggressive Behavior and Conflict with Peers: anger, approval of aggression, commitment to school, and prior behavior. Students who are angry, personally adhere to aggression-oriented values, are weakly committed to school, and have a recent history of aggressive behavior tend to exhibit relatively high levels of aggression/conflict in the school setting.

**SUMMARY AND CONCLUSION**

Following Agnew’s (1999) recommendations, we conducted a preliminary test of core MST propositions using school-level data. Drawing on data from a national sample of public high schools, we were able to construct an aggregate measure of student anger and estimate its relationship to school-level variation in aggressive/disruptive behavior. We were also able to estimate the relationship between aggregate-level student anger and individual differences in aggressive behavior, controlling for individual anger and other individual-level variables.

The results of our analyses provide mixed support for MST. According to MST, school-level differences in problem behavior should be a function, in part, of anger in the student population. In OLS analyses, an aggregate measure of student anger was significantly associated with school-level differ-
ences in student-to-student aggression (i.e., the frequency with which students report fights and arguments with other students), controlling for social disorganization and subcultural deviance variables. However, student anger failed to have a significant effect on a more general measure of aggressive/disruptive behavior that also included aggression directed toward teachers (arguing with teachers and doing things to make teachers angry). In short, the aggregate measure of student anger exhibited a behavior-specific effect.

Although Agnew (1999) did not explicitly outline behavior-specific hypotheses in his statement of MST, the pattern of effects we observe in our analyses is not particularly surprising in light of the interpersonal-friction argument contained in the theory. One reason why a high level of anger in the student population is said to foster problem behavior is because it contributes to interpersonal friction within this population. A high density of angry/upset students increases the likelihood that a student will interact with angry/upset peers and thus “get into conflicts” (Agnew 1999:141). This line of argument, in turn, implies an escalation of behaviors that seem more closely related to student-to-student aggression than student-to-teacher aggression.

Moreover, Agnew (1999:141) hinted at the idea that the interpersonal-friction argument may best apply to those segments of the population that are involved in extensive interpersonal interaction, such as “young males” who “spend much idle time in public settings” and are subject to frequent contact with each other (see also Bernard 1990). This fact may help to explain the behavior-specific effect we have observed. Students far outnumber teachers, and, for this reason alone, two-way interactions between students are likely to be more extensive than two-way interactions between students and teachers. Interactions between students are also likely to be less structured than student-teacher exchanges, perhaps creating more opportunity for the development of interpersonal friction and conflict.

With the aid of contextual (HLM) analyses, we were able to conduct a direct test of the interpersonal-friction argument. The results of this test indicate that a student is more likely to engage in fights and arguments with fellow schoolmates when levels of anger in the overall student population are high, controlling for individual anger, recent history of aggressive behavior, and other individual-level characteristics. This finding lends further support to the interpersonal-friction argument of MST, as applied to the school context.

Although the results of our analyses are mixed overall, with the effect of aggregate student anger limited to student-to-student conflict, we believe they are sufficiently encouraging to inspire further testing of MST—both at the level of schools and other macro-level social units. Depending on the outcome of such research, it may be necessary to further specify the theory, perhaps noting a special relevance of the theory to aggression and conflict
between equal-status individuals engaged in extensive interpersonal interaction. In any event, we believe the attention that the theory brings to the relationship between aggregate-level anger and interpersonal friction is itself a significant contribution. Based on the findings of our preliminary examination, the interpersonal-friction argument of MST appears to identify an additional macro-level source of aggressive behavior that is worthy of attention.

We recognize that, due to several limitations, our test of MST sheds only a limited amount of light on the merits of the theory. These limitations should be addressed in future research. First, future tests of MST would benefit from the examination of a broad range of dependent outcomes, including serious acts of crime and violence, as well as different types of negative emotions because it is possible that the emotion-behavior relationship varies by crime type (Piquero and Sealock 2000).

Second, although the theory is best tested with data from smaller areas (e.g., “face blocks” and “nominal communities”), it will be desirable to test MST with data from social units of various size, including neighborhoods, metropolitan areas, and beyond (Agnew 1999:124; see also Linsky, Bachman, and Straus 1995; Messner and Rosenfeld 1994). Because MST appears to shed light on certain aspects of problem behavior in schools, additional school-level tests of MST should also be pursued with the goal of incorporating a wider range of possibly relevant variables, such as local community, school administration, and personality factors. We recognize the possibility that our own models may be limited due to the exclusion of such variables, although our study is not unique in this regard (see also Felson et al. 1994; Welsh et al. 1999).

Third, in the course of testing the core propositions of MST with school-level data, we focused solely on main effects. We were not able to determine whether certain processes condition the effect of student anger on behavior (see note 2), nor did we explore the possible sources of student anger. If MST is correct, a number of factors are likely to shape the effect of aggregate-level anger on behavioral outcomes, such as the availability of legitimate coping resources and the presence of subcultures that encourage/reward deviant adaptations. We would also expect high levels of aggregate-level anger to result, in part from frustrating environmental conditions. In the case of schools, such conditions may include exposure to authoritarian teachers, unpleasant school surroundings (e.g., dilapidated buildings), and difficult/boring instructional materials (Brezina 1996; Mayer et al. 1983). Thus, two additional issues to address in future tests of MST include the possibility of interaction effects and the sources of anger.

Further testing of MST along these lines and across different social units will require the collection of novel data, namely, data on a full range of theoretically relevant processes, including anger/frustration as well as social
disorganization and subcultural values. However, the results of our initial examination lend tentative support to certain aspects of the theory, suggesting that such efforts will be worthwhile. We believe that further evaluation of MST is also warranted because the theory appears to have implications for the control of crime, delinquency, and problem behavior. For instance, the theory draws attention to the social density of angry/upset individuals and the fact that it may vary from one context to the other. If further testing of MST generates additional empirical support, this should provide policymakers with a strong incentive to pursue anger-reduction and anger-management interventions on a wide scale, especially in schools and other settings plagued by high levels of anger and frustration (see also Agnew 1995b; Furlong and Smith 1994; Mayer et al. 1983).
**APPENDIX**

Pearson Correlation Matrix, Means, and Standard Deviations for the School-Level Variables \((N = 87)\)

<table>
<thead>
<tr>
<th></th>
<th>(X_1^1)</th>
<th>(X_2^1)</th>
<th>(X_3^1)</th>
<th>(X_4^1)</th>
<th>(X_5^1)</th>
<th>(X_6^1)</th>
<th>(X_7^1)</th>
<th>(X_8^1)</th>
<th>(X_9^1)</th>
<th>(X_{10}^1)</th>
<th>(X_{11}^1)</th>
<th>(X_{12}^1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(X_1^1)</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(X_2^2)</td>
<td>0.10</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(X_3^3)</td>
<td>-0.28</td>
<td>-0.35</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(X_4^4)</td>
<td>0.21</td>
<td>-0.29</td>
<td>-0.31</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(X_5^5)</td>
<td>-0.05</td>
<td>0.03</td>
<td>0.01</td>
<td>0.21</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(X_6^6)</td>
<td>-0.31</td>
<td>0.36</td>
<td>0.38</td>
<td>-0.49</td>
<td>0.05</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(X_7^7)</td>
<td>0.28</td>
<td>-0.29</td>
<td>-0.25</td>
<td>0.29</td>
<td>-0.10</td>
<td>-0.41</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(X_8^8)</td>
<td>-0.03</td>
<td>0.01</td>
<td>0.04</td>
<td>-0.13</td>
<td>0.19</td>
<td>0.05</td>
<td>0.21</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(X_9^9)</td>
<td>0.20</td>
<td>0.21</td>
<td>-0.30</td>
<td>0.04</td>
<td>-0.11</td>
<td>-0.19</td>
<td>-0.03</td>
<td>-0.20</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(X_{10}^{10})</td>
<td>0.27</td>
<td>0.45</td>
<td>-0.23</td>
<td>-0.09</td>
<td>-0.05</td>
<td>0.05</td>
<td>-0.05</td>
<td>-0.29</td>
<td>0.38</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(X_{11}^{11})</td>
<td>0.11</td>
<td>0.24</td>
<td>-0.24</td>
<td>-0.11</td>
<td>-0.05</td>
<td>-0.03</td>
<td>-0.21</td>
<td>-0.13</td>
<td>0.75</td>
<td>0.34</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>(X_{12}^{12})</td>
<td>0.28</td>
<td>0.46</td>
<td>-0.11</td>
<td>0.20</td>
<td>-0.00</td>
<td>0.25</td>
<td>-0.14</td>
<td>-0.23</td>
<td>0.33</td>
<td>0.78</td>
<td>0.45</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Mean: 2.45 2.20 5.02 0.78 0.73 0.13 4.99 1230.14 2.18 2.10 2.33 2.11
Standard deviation: 0.18 0.27 0.20 0.15 0.13 0.29 0.42 902.53 0.18 0.17 0.19 0.19

**NOTE:** T1 = time 1; T2 = time 2.
1. The criminogenic effects of anger are not limited to aggression, however. As Felson (1992:4) observes, anger also affects theft and other behaviors “not usually thought to have an aggressive motive”—perhaps because these behaviors can also represent the expression of a grievance (see also Agnew 1985).

2. Problems with multicollinearity interfered with our attempts to examine conditioning influences. For example, we constructed several school-level multiplicative interaction terms to test for interactions between anger and subcultural values and between anger and social disorganization. The variance inflation factors for these terms exceed 4.0, the cutoff point generally accepted as an indication of multicollinearity problems (Fox 1991). Moreover, the use of strategies specifically designed to reduce multicollinearity did not resolve the problem (see Aiken and West 1991). (When the interaction terms are excluded from the analyses, none of the variance inflation factors for the study variables exceeds 2.14.)

3. We include in our analyses all of the independent variables that exhibited a consistent and statistically significant effect in the study by Felson et al. (1994). However, we also include a measure of anger, and, whereas Felson and his colleagues tended to rely on general measures of delinquency/violence, our dependent measures focus specifically on aggressive behaviors in the school setting. As discussed later in the Data and Method section, we believe that school-specific outcome measures are particularly appropriate for the purposes of this study.

4. Unfortunately, the data are limited to male students. However, we do not view the exclusion of female students as a serious problem because males are more likely to engage in aggressive behavior. Also, although research suggests that females tend to experience anger as often as males, it is believed that males are more likely to respond to anger with aggression (for a review of relevant research, see Broidy and Agnew 1997; see also Mirowsky and Ross 1995).

5. Data indicate that the respondents lost to attrition were slightly more likely than regular participants to live in urban areas, come from broken homes, be Black, and be of lower socioeconomic status. In most cases, the difference was small, “usually less than five percent of a standard deviation” (Bachman, O’Malley, and Johnston 1978:259).

6. Because low-frequency offenders are likely to make fewer self-report errors than high-frequency offenders, the use of ordinal response categories—rather than raw frequencies—is preferable and should contribute to the general reliability of the delinquency scale (see Huizinga and Elliott 1986).

7. The number of students sampled in each school is not equal. The number ranges from 10 to 41, with a mean 25.4 and a standard deviation of 6.7. As Felson et al. (1994) noted, this is a potential problem because an unequal sample size across schools may cause the error terms to be heteroskedastic. To address this issue, we estimated the equations using weighted least squares, with the square root of the school sample size as the weight. Weighted and unweighted analyses produced an identical pattern of results (see also Felson et al. 1994).

8. We also examined the effects of the school-context variables on several items involving nonaggressive student misconduct, such as truancy, coming to class late, and copying someone else’s assignments. The effect of anger was insignificant on these measures, reinforcing our conclusion that the effect of school-level anger is specific to student-to-student aggression (conflict with peers).

9. A detailed summary of the contextual (HLM) analysis is available from the authors on request.

10. Although we followed Agnew’s (1999:140) recommendations, it should be noted that our contextual analyses provide a rather conservative test of the interpersonal-friction argument because we control for individual anger and other individual-level characteristics. According to
the results, aggregate-level anger increases the likelihood of fighting/conflict among students in general, net of individual anger. Perhaps a high density of angry students in the school population increases the chances that any student will experience aversive interactions with angry/upset peers and will engage in fights/arguments (perhaps in a defensive, if not offensive, role). It is still possible that the effect of aggregate-level anger is stronger among students who are themselves particularly angry (as MST might predict), although this possibility would involve a complicated interaction effect between aggregate-level and individual-level characteristics. Future tests of MST should explore such an interaction effect.

11. In Lockwood’s (1997) study of school-based violent incidents, third parties (e.g., friends or relatives) were absent in approximately 40 percent of the cases.

12. Anger may also reflect an individual trait or disposition. However, this possibility is not necessarily at odds with strain theory. As Agnew (1997) described, an angry or aggressive temperament is believed to be a product of both biological factors and early socialization experiences of an aversive nature, such as harsh discipline. The ultimate sources of student anger, then, may be related to strain-related processes that are both internal and external to the school environment.

13. Longitudinal data would be desirable, especially data that allow for the examination of short-term, lagged effects—to permit the estimation of causal ordering between variables. Although individual-level data indicate that anger increases the likelihood of subsequent aggression, the issue of causal order remains a concern because data also show that the relationship between anger and aggression can flow in the opposite direction (Felson 1992; see also Averill 1982). In the present study, we did not examine lagged effects because the time lag separating the waves of data is excessive (we would not expect the density of angry students in the 10th grade to have much of an effect on behavior reported in the 11th grade). Instead, we controlled for prior behavior. This strategy increases confidence in our interpretation of effects, although it does not completely eliminate the potential problem of causal order.
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Recent research about policing often aspires to emulate the model of medical research—randomized experiments designed to establish conclusively what works. This approach to scientific research produces instrumental knowledge about the best means to a given end, and it can contribute usefully to many important debates in policing. But by itself, it cannot speak to the full range of concerns relevant to criminal justice practice, which is characterized by a great variety and ambiguity of values. Police will benefit from instrumental knowledge, but they will also benefit from better forms of practical reasoning—something that scholarship can help to develop in ways that this article describes. Knowledge about policing should be more like legal knowledge than medical knowledge (or more precisely, than the aspect of medical knowledge that criminal justice scholars have emphasized).

The past two decades have seen a new model of research come to dominate the study of policing. Exemplified by the domestic violence experiments funded by the National Institute of Justice, this model of research has sought to demonstrate what works in policing in the same way that the medical community demonstrates what works in medicine. It marshals the randomized experiment in a struggle to understand how police can best reduce crime. It is a model that has increasingly been proposed or applied throughout the field of criminal justice (e.g., Blumstein and Petersilia 1995; Diulio 1991:chap. 6; MacKenzie 2000; Sherman et al. 1997), and at times it has commanded a large share of research effort and money from key funding sources like the National Institute of Justice. Most important, it has also come to dominate the thinking of many leading researchers. For example, in a recent special issue of Crime and Delinquency devoted to experimental criminology, the issue editors asserted, no doubt correctly, that “there is little disagreement that ex-
periments provide a superior method for assessing the effectiveness of a given intervention” (Feder and Boruch 2000).

This research model has been advanced most forcefully and clearly by Lawrence Sherman, who has drawn on the powerful analogy of medical research to justify and guide the development of this type of police research. In Sherman’s (1984) view, different uses of police discretion can be understood as different “treatments” likely to have different effects, and researchers can use randomized trials to determine which of these treatments works best. Just as the medical community subjects new drugs and treatments to controlled experiments to determine their worth, so the policing community should investigate discrete ways to use its discretion—whether to make arrests for domestic disputes or shoplifting, whether to stop motorists to search for guns, and so on (cf. Sherman 1992, 1998, 2000). Sherman has drawn extensively on the analogy of medical research to articulate the methods and ethics of this sort of research, suggesting, for example, that failure to heed its conclusions might constitute police “malpractice” (pp. 72, 75). More recently, he put forth an ambitious proposal to organize police work around evidence, calling for empirically tested guidelines and performance measures that would codify the most recent research results, drawing again on models in medicine for guidance (Sherman 1998).

This type of research has helped to advance knowledge about policing in many ways, and as John DiIulio (1991) has pointed out, it is often the only sort of knowledge that has any hope of overcoming the ingrained ideological positions that characterize the most polarized policy debates (pp. 252-58). Nevertheless, if taken to extremes, the aspiration to model police research solely after experimental research in medicine could lead the field astray. This article will explain the nature of that risk, and it will advance an argument about how the research agenda in policing should be expanded. The basic argument is that as an institution, policing is characterized by a high degree of value pluralism and that this fact limits (but does not eliminate) the role that any type of instrumental knowledge can play in guiding decision-making. Police will clearly benefit from instrumental knowledge such as that produced through experiments. But they will also benefit from better forms of practical reasoning, including better interpretations of ambiguous values and better ideas about how trade-offs among values should be made—something that research can help to develop by moving beyond the medical research paradigm. Knowledge about policing should look more like legal knowledge than medical knowledge (or at least the aspects of medical knowledge that have been emphasized in criminal justice accounts of that field, since even medicine has never survived on a diet of instrumental knowledge alone).
VALUE PLURALISM AND THE LIMITS OF INSTRUMENTAL REASONING

Decisions about what should be done are practical decisions, requiring the people who make them to take everything relevant into account (Toulmin 1988; Williams 1985). But what constitutes “everything” varies from institution to institution as well as from decision to decision within an institutional setting. In some cases, everything encompasses many things, and to act properly means to understand many goals and resolve the conflicts among them. But in other cases, everything encompasses only a few relevant considerations, and it is only necessary to decide the best means to a limited number of clear goals. One way to describe the relative variety and clarity of considerations that is relevant to a decision is through the idea of value pluralism, which can be viewed as a characteristic of institutional settings that is large when there are many ambiguous values and small when there are only a few straightforward aims. The level of value pluralism, in turn, has important implications for the form that useful knowledge should take.

Experimental research produces instrumental knowledge, or knowledge about the best means to a given end. As Max Weber (1958) has put it, the findings of this brand of social science lead to conclusions of the form, “if you take such and such a stand, then, according to scientific experience, you have to use such and such a means in order to carry out your conviction” (p. 151). That type of conclusion can go a long way toward answering the question of what should be done in situations in which value pluralism is small because all that matters is which means is most effective at promoting one clear and overriding end. But when value pluralism is large, instrumental knowledge leaves many questions unanswered and cannot serve as a firm guide to action. If ends are ambiguous, changing, multiple, and conflicting, the question of what means promote them cannot even arise in a straightforward way. As Donald Schön (1983) has put it,

Technical rationality depends on agreement about ends. When ends are fixed and clear, then the decision to act can present itself as an instrumental problem. But when ends are confused and conflicting, there is as yet no “problem” to solve. A conflict of ends cannot be resolved by the use of techniques derived from applied research [i.e., instrumental knowledge]. (P. 41) ²

Instrumental knowledge can offer limited guidance in this type of situation, but it cannot fully answer the question of what is to be done. It must remain silent about precisely the aspects of that question that are most vexing—what it is that the vague ends ought to mean in this situation and how to resolve the
conflicts among them. The remainder of this section will explain the difficulties that this commonsense observation raises for the medical model of police research. The next section will then ask whether other types of scholarship can answer the questions raised by value pluralism.

Value Pluralism in Policing

When criminal justice scholars have drawn on the model of medical research, they have described that field in terms of its body of instrumental knowledge, especially the findings of randomized experiments about the health effects of drugs and clinical procedures. That body of knowledge does not make up the whole of medical scholarship (for example, it leaves out the study of medical ethics), but it obviously has extremely significant implications for some aspects of medical practice. It is particularly important for individual treatment decisions in which the patient’s health is the overriding concern, and decisions like that lie at the center of the discussions of medical research and medical practice that have appeared in the criminal justice literature. Sherman (1984), for example, has described the relationship between an oncologist’s practice and scientific knowledge about the effects of cancer treatment in this way:

If cancer treatment experiments consistently showed that chemotherapy produced higher survival rates than radiation for all types of people, oncologists would probably feel bound to prescribe chemotherapy. They could be sued for malpractice if they tried to vary the recommended treatment according to the race, age, sex, or “moral worth” of the patient (unless there was an interaction effect between those variables and the chemotherapy treatment). (P. 75)

In this example, an oncologist’s decision about whether to use chemotherapy depends only on the best knowledge about how that treatment will affect the patient’s likelihood of survival. Other considerations, such as the patient’s moral worth, are irrelevant unless they mediate the health effects of the treatment. In more recent writings, Sherman (1998) has acknowledged that in practice, doctors do not always carry out the conclusions of medical research as readily as the oncologist in his earlier example. But the normative picture has not changed: The focus is still on medical decisions in which doctors should apply research findings to their patients because health is the overriding value. Given this image of medical decision-making, instrumental knowledge is immensely important for medical practice, to the point that departures from the prescriptions of research probably constitute malpractice.

In reality, medical decisions are often more complicated than Sherman’s (1984) example has suggested because they involve a wider variety of
considerations than the single goal of improving a patient’s health. As I will argue later, there may be many legitimate reasons why an oncologist would not treat her patient with chemotherapy even if research showed that that treatment produces the highest rates of survival. But for present purposes, it is not important to decide how accurately the oncology example captures medical decision-making in general. What is important is that it is clearly incomplete as an analogy for policing. That does not mean that instrumental knowledge is irrelevant for police, but it does mean that such knowledge cannot answer many of the questions that policing confronts.

Police face more difficulty than Sherman’s (1984) oncologist in part because they confront a broader range and a more ambiguous mix of values. Reducing crime is clearly one important goal for the police. But it must compete with other goals like equity, due process, just deserts, and parsimony. The movement for scientific research based on randomized experiments has largely ignored this fact, behaving as if policing was solely concerned with crime reduction. This criticism may sound unfair. Some of these researchers have suggested that experimentation could just as easily focus on other values as on crime reduction (even if it has not yet done so very often), and they have sometimes recognized constraints on the ability of police to adopt their scientific conclusions. I will return to these issues in a moment. Here, it is enough to note that Sherman himself has acknowledged the point being made here, suggesting that experiments in police discretion are attractive primarily to a “professional crime control” model of policing—one that sees crime reduction as the overriding value in police work (Sherman 1984:69 ff.). His defense of experiments in policing rests on this simplification of the values police work should serve. For example, he has rightly noted that a continued commitment to the idea that the police deliver justice (as opposed to preventing crimes) “will pose a major obstacle to immediate implementation of any new policies based on the results of [experimental] research” (Sherman 1984:75). More recently, he noted that experiments will not appeal to those who defend the importance of “retribution” (Sherman 1998:9).

The problem is that ideals like justice and retribution, as well as many other values that are distinct from crime prevention, do and should still hold considerable sway over police agencies. If medicine truly were committed to a single, self-evident value like health, it would be the exception rather than the rule. Many and perhaps most spheres of life are governed by multiple and conflicting values (Berlin 1988; Larmore 1987). In policing, the continuing importance of multiple values derives in part from the type of institution it is, namely, a public institution that wields the state’s monopoly on force. Citizens grant the state that monopoly on the condition that it will be used fairly, parsimoniously, and equitably (e.g., Rawls 1971). More generally, the use of force raises the general demands of morality, which insist we treat people as
ends in themselves—individuals with rights and dignity, not simply means to whatever end we wish to pursue (whether the end is crime reduction or something else) (Kant 1964). These considerations have played important roles in justifying values like just deserts in criminal justice, and those values compete strongly with crime reduction, qualifying any conclusions we might reach solely on its grounds (e.g., von Hirsch 1985). Moreover, even the ideal that police should promote public safety is ambiguous. “Safety” may have as much to do with disorder and fear as it has to do with crime prevention, and each of those ideals—including the ideal of crime prevention, since “crime” takes many forms—is itself subject to interpretation and argument (Moore and Trojanowicz 1988; Zimring and Hawkins 1997).

Consequently, a central problem facing the police is how to apply and weigh the ambiguous and conflicting considerations of desert, equity, liberty, and safety—not simply how best to achieve any of them in isolation. Sherman (1998) and others have sometimes lamented the resistance of police to the conclusions of recent scientific experiments about crime prevention. But although some portion of this resistance may truly stem from misguided traditionalism and irrationality, another, irreducibly large portion probably stems from the inappropriateness of the conclusions for an institution tied to many values. It is simply not possible to develop legitimate guidelines about what the police should do based only on instrumental knowledge about the effect of police actions on crime.

Again, similar observations apply even to medicine, so there, too, instrumental knowledge cannot tell doctors everything they need to know; there, too, “resistance” to research findings may reflect a commitment to other values rather than plain irrationality. Nevertheless, medicine has at least one device for reducing its value conflicts that is not available to policing. Health care is organized as a voluntary relationship, and the patient can usually opt out of it—she can ignore doctor’s orders or withhold consent for surgery. Doctor’s orders are not really orders in the same way as decisions by police are. They are trumped by the value of free choice, which in turn enables patients to decide their own trade-offs among substantive values. A patient at risk for lung cancer may reject her doctor’s well-researched advice to quit smoking, reasoning that the added years of life are not worth the price of abandoning this indulgence. Another patient whose health depends on a blood transfusion may decline the treatment for religious reasons. A chronically ill patient may reject treatment that might prolong her life to spare her family (or even herself) from protracted suffering. In all of these examples, the voluntary nature of the health care relationship preserves some possibility for other values to influence medical decisions, without much need for the doctors (or the researchers who tell them what works) to weigh those values in their own decision-making.
One should not, of course, put too much weight on these observations. In practice, the notion of informed consent turns out to be complicated because it ignores the reality of sick patients who “are often fearful and anxious, suffering the physical and psychological effects of their illness, and deeply desirous of putting their treatment in the hands of health care professionals they can trust,” as one medical ethicist put it (Brock 1991:116; cf. Miller 1981). Consequently, doctors themselves must often consider values other than health in deciding what to do or recommend, and research findings that tell them which treatments promote health can no longer dictate their decisions. That problem has stimulated extensive scholarship about medical ethics, which is as much a part of medical knowledge as the findings of randomized experiments are. Nevertheless, here it is enough to note that even a problematic notion of informed consent can sometimes simplify the doctor’s task. It helps to disentangle health from other values and carve out a space where doctors can pursue it with fewer distractions. The larger that space is, the greater the share of doctors’ decisions that instrumental knowledge can direct with authority.

Police demands, on the other hand, are final, so the values they neglect cannot be picked up by someone else. Police must always make their decisions with an eye to all the relevant values. They cannot disregard equity and presume that those who value it more highly will opt out of their demands, the way that those who value quality of life or other considerations more than they value health can ignore their doctors. That is an important reason why research anchored in a single value like crime control can almost never legitimately prescribe police action on its own.

Consider the value of just deserts (e.g., von Hirsch 1976, 1985, 1993). As the gatekeepers to the punishment system, and as an agency whose actions inevitably ascribe a measure of blame, police must take some guidance from this principle in deciding when to make arrests. But guidelines based only on research about crime prevention will give desert no sway at all. To take only the simplest example, the well-known conclusions of the National Institute of Justice’s domestic violence experiments suggest that police will have the most success reducing this crime if they arrest the employed but not the unemployed and residents of affluent neighborhoods but not poor ones (Sherman 1998). But guidelines that prescribed this course of action would run badly afoul of desert principles. Two offenders who committed the same offense and who were therefore equally blameworthy would receive widely disparate treatments—a clear violation of the proportionality that desert demands. Some proponents of the just deserts ideal would even object to the use of prior record (aka “repeat calls”) on these grounds. “Evidence-based policing” raises the same objections as selective incapacitation (von Hirsch 1985). 4 In an era when the central problems of policing involve equity and the
use of authority as much as crime prevention, it is especially important to investigate those objections thoroughly.

Sherman has acknowledged these points in many places. For example, in his review of the domestic violence experiments, he asserted that “law, ethics, and politics all forbid” the use of considerations like employment status as a basis for police policy for arrest (Sherman 1992:185). At other times, however, he has been more ambiguous. For example, in his most recent statement about this dilemma, Sherman reviewed the evidence just described and then suggested that “this research evidence could support guidelines for policing domestic violence that differed by neighborhood and absence or presence of the offender [another factor that interacts with arrest to predict recidivism]” (Sherman 1998:8). The trouble is that this proposal has implications for the values of just deserts and equity that cannot be addressed by research about crime prevention, and for that reason it calls for a different type of investigation and debate. Sherman himself insightfully analyzed some of these questions in his own work on the domestic violence experiments (esp. Sherman 1992). But in general, the policing field has not carried this dialogue forward by analyzing the full range of implications that Sherman’s guidelines and other policy suggestions would have, nor has it engaged the normative questions raised by similar conclusions drawn in other experimental research. Reference to law and ethics usually signals the end of inquiry, not the beginning of it.

Benchmarks raise many of the same difficulties as guidelines do. In recent work, Sherman (1998) has suggested that independent of the use of guidelines, agencies should use benchmarks that evaluate officers or districts against predictions about how much recidivism they should expect (predictions based largely on demographic characteristics of their caseloads), and he also suggested that a national system of performance measurement should rank police departments according to their risk-adjusted crime rates, just as states have ranked hospitals according to their death rates for different diseases. But these systems would crowd out important values. Officers, districts, and departments would be judged poor performers if they resisted the urge to reduce crime to protect values like due process, desert, and parsimony. Performance measurement can surely shape behavior powerfully, but it is precisely for that reason that we must be certain we measure the right thing. Even for medicine, health alone is probably the wrong index of success when used in isolation.5 For policing, crime alone is clearly not the right thing to measure (Moore et al. 1999).

It helps to some degree to draw normative boundaries around a domain where crime prevention holds sway, just as patient consent partially bounds medical action in pursuit of health. Sherman (1984) has implied this solution by suggesting that research implications could be countermanded if they
discriminated on the basis of “constitutionally forbidden considerations” (p. 78). But it is not obvious that this trump card gives all the weight to desert and equity that it should; there may very well be some residual role for those values to play, as is often the case where values conflict (Williams 1978). The situated judgments police make about whether to arrest an individual may involve an attempt to give proper consideration to those other values.

Situated decision-making like this often makes considerable sense. When faced with multiple values, the best solution is often not to try to rank them properly at the outset (which is what the law does when it forbids or permits police to take certain factors into account and what cost-effectiveness analysts do when they weight distinct values in an overarching objective function). Instead, it is often better to bring all of them to bear on particular situations. By doing that, it is sometimes possible to arrive at solutions that strike most people as legitimate, even when the same people cannot agree on the relative worth of each value in the abstract (Jonsen and Toulmin 1988; Sunstein 1995). Indeed, trade-offs among ultimate values are extremely difficult to make, so it should not be surprising if the proper choice depends heavily on context. When police make situated decisions about whether to invoke the criminal law, they may be engaging in this sort of practical reasoning—not the “capriciousness” or “malpractice” that Sherman (1984:79) and others have sometimes described as the only alternative to the prescriptions of experimental research.

It is because they work in an environment of great value pluralism that police cannot avoid these dilemmas. As Frank Remington (1965) wrote 35 years ago, police practices must “be tested against an objective which is inevitably an ambiguous and uncertain one” (p. 361). For that reason, instrumental knowledge can only speak to a limited portion of the decisions police must make. Often, the core uncertainty in policing is not about which means best realize a clear and given end but about how exactly each of many ambiguous ends is relevant in a particular situation and which end deserves how much priority over the others. This idea has important implications for the form that police research should take.

TOWARD A DIFFERENT AGENDA FOR POLICE RESEARCH

Because value pluralism looms so large in policing, the type of research that has recently overtaken the field can never speak to more than a partial share of its practical concerns. At the least, this observation may explain some of the “resistance” of police to new research findings. When police cling to their judgments in the face of contrary research, they are not necessarily exercising “whim and prejudice” and “capriciousness” (Sherman
1984:81, 79). It possible that they are guided, implicitly or explicitly, by important values that research has neglected.

Apart from this caution, what does value pluralism entail for the content of useful police research? On one view, we should simply be fanning out the subjects of research, analyzing them using same methods throughout. In Preventing Crime, the magnum opus of the medical model school in police research, Sherman et al. (1997) wrote the following:

Many if not most government programs, of course, have multiple objectives... Considerations of those other goals [apart from crime prevention] can be entirely appropriate in other contexts, and can be examined by scientific program evaluations... Causing police to treat domestic violence victims more politely, to provide victim assistance, or to gather better evidence at the scene could all be important objectives of police training. Controlled experiments could show whether training accomplishes those important goals. (P. 2-16)

Few careful evaluations of this sort have actually been done. but those who hold this view suggest that they could be in principle. More strongly, they insist that they should be evaluated in this way. Sherman et al. (1997) wrote: “Absent a strong scientific approach to program evaluation . . . descriptive evaluations of efforts say little about results for other goals besides crime prevention” (p. 2-16).

There is much truth to this position, and solid research into the way in which police actions affect values other than crime control could be very useful for policing because it would strengthen the ability to assess different possible courses of action. At the same time, some of these other values may be more closely tied to police actions than crime prevention is. In other words, the actions are more deontological than instrumental. When that is the case, experimentation is beside the point. We may not know a priori what effect a specific arrest is likely to have on recidivism, so it is essential to do good causal research to find out. But knowing whether a specific arrest upholds due process is different: The analysis involves interpretation rather than causation. As Sherman (1984) lucidly has observed in his original article on this subject, experimental research is most important in cases in which there is some “outcome” that is separated in time from the “treatment,” as in the case of recidivism in domestic violence.

Of course, it is still possible to ask whether some managerial intervention leads officers to respect due process or other values more than they otherwise would have. Sherman et al. (1997) suggested this possibility in the quotation above, which suggests that research might ask whether a particular training curriculum causes officers to treat victims more politely. Again, that sort of
research could contribute in important ways to needed knowledge about policing. But it is important to note that it sets a higher standard than experimental researchers currently apply to studies of crime reduction because it calls for knowledge about the way in which managerial action can promote desired officer actions rather than knowledge about which officer actions should be desired. Applying the same standard to their research, it would be necessary to study not simply whether arrest deters domestic violence but also whether a particular policy or managerial practice encourages officers to use arrest where it is prescribed. Such research is not logically outside the scope of the experimentalist paradigm, but in practice it has not been taken up.

More important, framing the research issue in this way—as a question of the effect of managerial action on the behavior of officers—displaces more immediate and equally difficult and important questions. Those questions center on the meaning and appropriateness of the officers’ actions: how exactly an ambiguous value like “due process” or even “politeness” is relevant to different kinds of situations that police officers confront and how those values should be balanced against other aims in a particular context. In principle, the research on police management that Sherman suggested would address these questions along the way because it is not possible to say whether managerial actions promote politeness without determining what the value of politeness should mean in specific situations. In practice, however, experimental research (like positivist research in general) usually neglects the sophisticated normative analysis that this type of question calls for (Miller 1999; Selznick 1961; Zald 1991). Where the logic of the experimental method dominates, the definition of scientific rigor pays detailed attention to how well a study eliminated rival hypotheses (e.g., Sherman et al. 1997), but it usually has little to say about whether the research has developed and justified an appropriate definition of the policy objectives that it uses as a yardstick.

This lacuna is not especially harmful for research that focuses on relatively clear goals like crime prevention (although even in that case, it may be appropriate to analyze the nature and importance of the crimes prevented, e.g., Zimring and Hawkins 1997). It becomes more problematic when scholars venture into more ambiguous territory. The study of disorder, for example, calls for sophisticated analysis of what order means in a community that has only rarely been undertaken in the scholarly literature on that subject (see Skogan 1990:chaps. 1-2). The study of equity (Thacher 2001b; Thurow 1970), due process (Skolnick 1966), excessive force (Klockars 1996), and accountability (Thacher 2001a) also requires at least as much sophisticated normative interpretation as skillful causal analysis. Some of the most
important uncertainties about how police actions promote or hinder these values are not uncertainties about what consequences the actions have. Instead, they are uncertainties about the proper interpretation of these values, how they apply in particular situations, and what it would mean for either the actions themselves or their consequences to promote them.

In sum, if there are many, sometimes-ambiguous values that should guide a practice (rather than a single clear-cut value like crime prevention or health), then instrumental knowledge may not be able to inform many of its most pressing concerns. Working amidst value pluralism means that problem setting—figuring out which values are important in a situation and deciding how to evaluate different courses of action—is at least as important as problem-solving. Police need better structures of practical reasoning (Millgram 1997) as much as they need better instrumental knowledge.

**Positivism and Practice**

The positivist tradition in social science denies that scholarship can play a role in answering questions like these, arguing that science has no special competence to decide questions involving values (Black 1973; Weber 1958). On this view, social science cannot inform practice at all unless there is a clear division of labor between the two. That division of labor is best described as a client-professional arrangement between the practitioner and the analyst—one in which the practitioner provides the analyst with a clear set of (weighted) values and the analyst determines how well different interventions promote them. Joan Petersilia and Susan Turner (1993) have provided an example of this position in a description of their own work in evaluating intensive supervision parole programs: “The criteria for judging an ISP program’s success should be straightforward,” they wrote: “Did it achieve what it was intended to accomplish? However, there are often diverse, sometimes conflicting, perceptions about ISP’s character and objectives.” Their solution is to advocate for clarification:

Jurisdictions need at the outset to specify their objectives, what mechanisms are supposed to accomplish those objectives, and how program effectiveness will be judged. . . . If crime control rather than rehabilitation is the primary goal, that should be made explicit at the outset. If a jurisdiction is primarily interested in delivery of an intermediate punishment, even if it does not reduce recidivism rates, that also should be made clear. Otherwise, the public will see the observed changes in recidivism rates as an indication of “failure.” (P. 326)

The authors expressed a very real frustration of the evaluation researcher committed to the position that she herself cannot traffic in values—the posi-
tion that to the extent that values must underpin the analysis at all, they should come explicitly from practitioners. But this position is not entirely consistent, for it ends up taking its own strong normative position in telling policymakers how to make policy, that is, insisting that policy must take clear, unambiguous, and final positions on central value concerns (as when Petersilia and Turner 1993 implore policymakers that their ultimate aims "should be made explicit at the outset"). Practically speaking, it may not be terribly important if this stance reveals an inconsistency in the positivist philosophy. What is important, however, is that it is not a realistic prescription for public policy. There are good reasons to believe that policymakers do not want to be so single-minded in their pronouncements and that that fractured body called "the public" does not want them to do so either. Building a political coalition for any policy means tying together diverse and contradictory aims, and the almost inevitable result is different from an unambiguous, crystallized purpose. Moreover, many philosophers argue that public policy often promotes multiple aims that are all valuable to nearly everyone, that cannot all be satisfied at once, and that cannot be weighted or ranked in their order of importance in the abstract (Berlin 1988; Chang 1997; Tribe 1972). When it does, it is not possible even in principle to describe anything like a "social welfare function" that specifies the relevant values precisely and describes the way in which those values should be traded off against one another, which is what positivism would demand to transform normative questions into technical ones successfully. Martin Rein (1976) made these points 25 years ago:

"Clients" can rarely provide a clear, unambiguous, and internally consistent statement about what they value. This is especially true of government, where competing interests are so widespread that consensus can often be purchased only at the price of ambiguity. Indeed, the aims of policy are always ambiguous, inconsistent, and conflicting, and as a result there is no simple consensual criterion, such as effectiveness, against which to judge performance. (P. 62)

Thus, the division of labor between politics and analysis can rarely be made cleanly, so the analyst cannot escape the challenges of value pluralism.

From a positivist perspective, this diagnosis of policing as a field unavoidably plagued by value pluralism has no implications for the form that knowledge should take; it only has implications for its scope. A strict positivist who accepted my diagnosis would suggest that institutions other than science (notably, the police themselves and, especially, those who oversee them) would have to take full responsibility for deciding what is to be done in the many cases in which values are unclear or in conflict (Black 1973). Policing may simply be what Charles Lindblom (1981) has called an "indeterminate practice," one in which scientific knowledge has little role to play. As
suggested above, this conclusion should at least caution us against criticizing police for their resistance to scientific knowledge, which may not address the full range of their concerns. It might also caution us to moderate our claims about how much research can offer and, therefore, what level of resources it should command.

Scholarship and Practical Reasoning

Perhaps because, as an academic myself, I can hardly stomach the latter conclusion, I do not believe that scholarship has nothing to say about the problems raised by value pluralism. This is not the place to mount yet another extensive critique of the positivist position and the possibilities it neglects. But there are vibrant traditions of scholarship that have helped to inform the questions raised by value pluralism.

Some of those traditions are close at hand for students of policing. Within criminal justice, the field of penology saw a resurgence of philosophical literature in the 1970s that was at least as influential as empirical research in shaping punishment practice. Most important, by clarifying and justifying neglected concepts like desert and parsimony, and by challenging long-standing but unexamined utilitarian ideals, these studies helped to call the dominant rehabilitative ethic into question and thereby catalyze significant changes in punishment practices (e.g., Morris 1974, 1982; von Hirsch 1976, 1985). Empirical research about what works in reducing recidivism also influenced these changes (esp. Lipton, Martinson, and Wilks 1975). But evaluation research did not stand on its own, leaving all the relevant value questions to practitioners on the assumption that scholars had no business trafficking in values. Normative scholarship complemented the empirical (though of course, the conclusions offered by both are contested). Analogous scholarship has been scarce in policing, but Kleinig (1996) is one important example.

It would be misleading, however, to suggest that scholarship must be one or the other—that only nonempirical philosophical studies can address the concerns raised by value pluralism. Much empirical scholarship does grapple with values. One way to seek knowledge that can help police to cope with value pluralism—knowledge about the content of ambiguous values and ways of thinking about trade-offs among them—is by closely studying the nuances of police practice and thinking. The tradition of qualitative research, which lately seems to have lost influence in policy-oriented police research, sometimes aims precisely to develop this sort of knowledge. In at least one of its many manifestations, it examines the content of everyday understandings to clarify their contours—“to figure out from what the native says and does what the devil he thinks he’s up to,” as Clifford Geertz (1983) put it famously,
if a bit archaically. This account of the aims of ethnography is very close to Isaiah Berlin’s (1999) account of the aims of philosophy:

The task of philosophy, often a difficult and painful one, is to extricate and bring to light the hidden categories and models in terms of which human beings think . . . , to reveal what is obscure or contradictory in them, [and] to discern the conflicts between them that prevent the construction of more adequate ways of organising and describing and explaining experience. (P. 10)

Thus, the type of ethnographic analysis that Geertz described can serve as an essential first step in normative inquiry by articulating the core values that currently underlie a practice, as well as the way in which those values are brought to bear on particular situations. Because it is grounded in empirical study, it helps to contextualize normative considerations by locating them in the situations in which they actually arise (Hoffmaster 1992; Toulmin 1988). Moreover, this descriptive work can serve as a starting point for normative argument. By revealing the implicit frameworks that guide police decision-making, this research opens those frameworks up for critical scrutiny. Even though researchers themselves cannot claim to know the best structure of practical reasoning for certain, their work can open up a dialogue about it among scholars, the policing profession, and outside stakeholders.

Police research used to give these issues considerable attention. Many of the exploratory studies during the early years of police research at least partly took this form (e.g., Skolnick 1966; Westley 1971; Wilson 1968). None of them tried self-consciously to develop the sort of structure of practical reasoning that this article has argued is a pressing concern in policing. But some of them served an important critical purpose in revealing the way in which police interpreted important ideals, such as due process. Later research went further than that, notably, William Ker Muir’s (1977) study of police as “streetcorner politicians.” Through a mixture of philosophy and qualitative analysis, Muir developed a useful framework that described some of the central ethical choices police officers made in their daily work and offered arguments about how good police officers made them. By suggesting the nature of the “tragic view of human nature” that officers needed and the ways in which police organizations could promote it, Muir offered practical guidance for policing.

These earlier studies spoke to many concerns that experimental criminology as it is practiced today cannot address on its own. But to do justice to the most vexing problems that value pluralism poses for the police, scholarship needs to investigate those problems in a sustained and cumulative way. It is not possible to give a complete account of what that research program might look like here, but the next section will describe two examples of research.
that offer glimpses of one possibility. The remainder of the article will then explain how those projects might serve as a starting point for a program of police research organized along the lines of legal scholarship rather than medical scholarship, with the aim of complementing rather than replacing the experimental program.

_Police Research as Legal Inquiry_

One example of research that potentially leaves room for both normative and empirical inquiry is George Kelling’s (1996) recent work on police discretion, which in turn built on earlier ideas advanced by Frank Remington (1965) and others. In work with several police agencies, Kelling organized dialogues with police and citizens to develop guidelines that could inform the use of discretion. The basic method was to present the participants with prototypical situations in the form of vignettes and ask for their considered judgments about how the police should act. For example, the problems posed might involve whether police should break up a particular sidewalk gathering, whether they should ask a particular driver to consent to a vehicle search, or how they should handle complaints about a particular disorderly person. In the process of considering these situations, it is possible to clarify the considerations that the participants bring to bear on the use of police discretion—especially, which values they invoke and how context affects the way they apply them—and to subject those considerations to critical scrutiny. In short, it involves figuring out—in this case from what they say—what the devil they think they are up to.

The process Kelling (1996) has outlined could easily be informed by instrumental knowledge about what works, but it cannot be reduced to it. Its merit lies in the room it makes for the full exercise of practical reason—both problem setting and problem-solving—as opposed to the sole exercise of instrumental reason. Moreover, it pays proper attention to context. Rather than seeking to develop abstract statements about what principles should guide police decision-making in general, Kelling’s approach sought to develop specific guidelines about what should be done in prototypical situations. This approach develops a taxonomy of hard cases rather than a statement of abstract principles, and in doing so makes room for situated judgments that are sensitive to context (Jonsen and Toulmin 1988; Sunstein 1996).

Carl Klockars (1996) has proposed a similar process of guideline development focused on police use of force (although he has not explicitly used the language of “guidelines”). Unsatisfied by the weak definition of excessive force enforced by the courts, Klockars suggested that police agencies themselves should develop more demanding standards for reducing the amount of
force that officers use. His general definition held that “excessive force should be defined as the use of more force than a highly skilled police officer would find necessary to use in a particular situation” (p. 8). That definition itself is subject to debate (Alpert and Smith 1994), but what is most significant is the way in which Klockars proposed to institutionalize it.

Klockars (1996) acknowledged that the law cannot enforce the “highly-skilled police officer” standard of excessive force, not least because most officers who run afoul of it lack the necessary mens rea (he noted that excessive force “can spring from good intentions as well as bad, mistakes and misperceptions, lack of experience, overconfidence . . . or a hundred other factors that might influence an officer to behave in a particular situation in a less than expert way,” p. 8). Instead, he proposed an elaborate and nonpunitive system of administrative review within police departments. In each instance in which an officer uses a significant level of force, the officer’s immediate supervisor must interview the officer and any witnesses to take a report on the incident, which describes the type of force used and the details of the situation. The supervisor then assesses whether the force used was appropriate by applying the highly skilled police officer standard to the facts of the situation (the assumption being that supervisors are themselves highly skilled police officers), and his report is then passed up the chain of command for further review by police managers. In cases in which departmental management concludes that the force used was excessive but not illegal, the officer is counseled on ways of handling similar situations that use force more parsimoniously.

In the system that Klockars (1996) envisioned, police agencies refine their understanding of what excessive force means by reviewing a series of cases that come to their attention. Over time, a department would develop a repertoire of preferred responses to standard police encounters that (ideally) minimize the use of authority while preserving an appropriate degree of police effectiveness. As in Kelling’s (1996) research, the process would develop a taxonomy of cases that prescribed how police should handle different situations, here with an eye to reducing the use of force. There would be no universal “minimal standard” for the use of force but a variety of standards that are sensitive to context.

Neither of these proposals was put forward as with the idea of cumulative scholarly inquiry in mind, but both could support such an enterprise. One approach would be for scholars to focus on the most difficult cases uncovered by Kelling’s (1996) dialogues or Klockars’ (1996) departmental reviews, such as those that raise difficult questions about how much “effectiveness” to trade for parsimonious use of authority. Academic scholars might analyze the normative dilemmas that these situations raise in the same way that medical ethicists analyze the “hard cases” that confront doctors and the way that
appellate courts review the hard cases that arise in law. In doing so, they might restrict their attention to the facts of the situation described in the guidelines and accompanying vignettes (in the case of Kelling’s proposal) or the reports that police themselves produce (in the case of Klockars’ proposal). But they might also return to the field to develop their own profile of the relevant events. Indeed, independent of any police commitment to the processes that Kelling and Klockars described, academics could already describe such hard cases and analyze them from a normative point of view. Much of the academic study of medical ethics takes this form, and hundreds of dialogues have emerged in that literature about how doctors ought to handle particular situations that have been described in the literature (e.g., Miller 1981). The entire field of law can be described in similar terms.

Such a scholarly role could serve two important purposes. First, one important weakness of both proposals is that they isolate individual police departments from one another; scholarly involvement could serve to bridge the gaps among them. For example, in the case of Klockars’s (1996) proposal, police officers within a department would learn from one another about how they should handle prototypical situations, but they would not learn from officers in other departments. To the extent that the excessive force problem is a problem of bad barrels rather than bad apples, this isolation undermines the best hope for a solution. An important function of professional communities and the scholars who participate in them is precisely to facilitate the transfer of knowledge across organizational lines (Rein 1983). Second, by playing a role in disseminating and debating information about police practices, scholars and the professional community at large (including Peace Officer Standards and Training commissions and foundations such as the Police Executive Research Forum) could help to increase the transparency and accountability of decision-making by individual police departments. This goal seems especially important in the case of Klockars’s proposal, which explicitly excluded outside input into police decision-making. Although Klockars made a strong case for the value of police review of the use of force (he argued that in general, laypeople are less demanding than the police themselves because they are often unaware of alternatives to the actions that an officer has taken), it does not seem right to prevent outside oversight of police standards altogether.

The type of work that Kelling (1996) and Klockars (1996) exemplified could form the basis for a research agenda along the model of legal knowledge rather than medical knowledge. Legal knowledge evolves through a combination of judicial opinions, which confront data in the form of specific factual situations and analyses by legal scholars in law review articles. Mark Moore (1982) has described the logic of this approach in an article that proposed it as a model for research in public management:
In law school cases [i.e., court decisions], there is typically a specific fact situation and a question of what the law requires a judge to decide in that situation. Much of the “case,” then, is a judge reasoning about how the law is to be applied—which facts are relevant, which law takes precedence, what social interest counts more than others, and so on. Given a certain number of fact situations and different legal rulings, someone will decide to write a law review article that seeks to expose an underlying logic that makes varied court decisions coherent. It is the form of reasoning, the specific decisions, and the more or less successful integration of diverse findings that constitutes the body of legal knowledge, and the act of putting this together that constitutes legal scholarship. (Pp. 72-73)

It is not hard to see how this strategy would apply to the type of work proposed by Kelling and Klockars. In each proposal, the goal was precisely to articulate and make sense of the considered judgments that police officers and others make about what should be done in different fact situations. In a more thoroughgoing version of the legal model of police research, those initial judgments and the associated reasoning could make up the raw material for a broader analysis of underlying principles, that is, for the development of general principles “that make varied court decisions [or police guidelines] coherent.” Of course, the status of the judgments themselves—whether they can be taken to be correct judgments—is subject to debate, and that weakness might be seen as fatal to the whole enterprise. But other fields like medical ethics, political philosophy, and even law have flourished in the face of the same challenge. It is not possible to describe how those fields have responded to that challenge in detail here, but suffice it to say that they have engaged in fruitful debates about the notion of a “considered judgment” and about how best to integrate judgments whose rightness is inherently uncertain into defensible normative theory (e.g., Dworkin 1977, 1985; Rawls 1971:19-21, 48-50).

The ongoing findings of this research, then, involve considered judgments about what police should do in particular cases (judgments that are always subject to revision in the light of new arguments) together with general principles that help to integrate and perhaps justify those judgments. Those principles can then help to inform analysis of future cases. To be sure, some legal scholars and moral theorists downplay the development of general principles, pointing out that demands to unite diverse judgments can be impossible to meet, they can be socially destructive if they are taken to extremes, and often they may not even be necessary—the judgments themselves can illuminate future cases with the assistance of analogies, which show how future cases are more like some precedents than others (Jonsen and Toulmin 1988; Sunstein 1995, 1996). Other legal scholars, however, insist that it simply is not possible to decide the hardest cases without developing and elaborating
general principles about what the law should try to accomplish (or at least what particular bodies of law should try to accomplish). Ronald Dworkin (1986) is the most prominent proponent of that view, arguing that judges and legal scholars face an unavoidable need to identify general principles that underlie the complex detail of existing legal practice to make appropriate decisions about new hard cases. He described that process of identifying underlying principles as one of “constructive interpretation,” which involves showing the best purpose that the practice can be taken to serve. According to Dworkin (1985), a good interpretation of this sort must satisfy two criteria: “It must both fit that practice and show its point or value.” The latter notion—the notion of showing the point or value of a legal practice—is particularly important in Dworkin’s scheme, and he clarified it as follows:

Law is a political enterprise, whose general point, if it has one, lies in coordinating social and individual effort, of resolving individual disputes, or securing justice between citizens and between them and their government. . . . An interpretation of any body or division of law, like the law of accidents, must show the value of that body of law in political terms by demonstrating the best principle or policy it can be taken to serve. (P. 160)

On this view, legal interpretation begins with assessments of how to resolve particular cases, but it does not end there. It develops further by trying to articulate general principles that underlie the individual decisions, showing the “point or purpose” that those disparate decisions serve. For Dworkin, those general principles are ultimately grounded in political theory. Legal inquiry draws on that body of theory to decide individual cases, and it contributes to it by investigating how well different theoretical principles can account for considered legal judgments (Dworkin 1977, 2000). In the present context, it is interesting to note that Dworkin explicitly argued that his conception of “constructive interpretation” applies not only to legal practice in particular but to social practices in general (Dworkin 1986).

This image of legal inquiry represents a model of scholarship that can support both empirical study and normative analysis in a theoretically sophisticated way—in a way that draws on and contributes to a distinctive body of normative social theory. The work by Klockars (1996) and Kelling (1996) has suggested how it might apply to the study of policing. Neither of those scholars has directly engaged bodies of political and social theory that might integrate the diverse findings that their studies would produce, so for the most part, that task remains for future researchers. Nevertheless, existing research in other areas of policing has sometimes taken that additional step.

Consider the study of police-community partnerships. This aspect of community policing raises important questions about whether and how
citizen participation in administrative agencies is consistent with the ideal of equitable decision-making—an ambiguous but important value that surely calls for clarification because concerns about inequity have preoccupied the community policing field for years (e.g., Koven 1992; Skogan 1990). In engaging those questions, most scholarship has drawn implicitly or explicitly on pluralist political theory to assess whether community partnerships are equitable. From a pluralist perspective, that means asking whether all communities have an equal chance to articulate their interests because pluralism conceives of “the public interest” as some aggregation of all individual interests (Henig 1978; Skogan 1988; Skogan and Hartnett 1997; cf. Dahl 1961, 1989; Olson 1971; Truman 1951). As it turns out, most research has found that poor and minority neighborhoods are less likely to organize than others (Henig 1978; Skogan 1988; Skogan and Hartnett 1997), suggesting that police-community partnerships risk undermining the ability of the police to promote the public interest equitably.

More recent research, however, argues that the pluralist interpretation of police-community partnerships is incomplete. It cannot account for our considered judgments about those partnerships (i.e., whether specific policy and strategy decisions made in the context of police-community partnerships are appropriate), and it offers an impoverished view of their point or purpose. As I have argued elsewhere (Thacher 2001a), a constructive interpretation of police-community partnerships must recognize that they involve more than the articulation and aggregation of individual interests. Partnerships are better conceived of as sites of public deliberation about the common good. From that perspective, the key principle that distinguishes appropriate partnership decisions from inappropriate ones is not the principle that all affected interests should be directly represented in the partnership; they never are. Instead, the key principle is that due attention must be paid to the proper design of what John Dewey (1927) has called “the methods and conditions of debate.” In particular, police have an obligation to focus the attention of a partnership on the question of the common good, to call attention to the needs and wants of absent publics, and to bring in objective information that sheds light on the wisdom of neighborhood demands. When they meet these obligations, police-community partnerships are able to promote the broader public interest in an equitable way even in cases in which the community participants are patently unrepresentative—where groups that have a clear stake in the decisions are underrepresented or absent (Fung 1998; Thacher 2001a).

In short, this research about community partnerships argues that Dewey’s (1927) political theory offers a constructive interpretation of this aspect of police practice in two senses: It shows the point or purpose of many police actions that pluralism has no place for (those that involve improving the methods and conditions of debate), and it can account for our considered
judgments more adequately than pluralism can (it allows for the possibility—often encountered in practice—that unrepresentative partnerships can lead to equitable results). To support these claims, it is obviously necessary to look closely at the details of what happens in actual police-community partnerships—particularly at how police manage the hard cases that they confront, such as those involving unrepresentative partnerships—because the quality of an interpretation that tries to show the point or purpose of a practice rests in large part on whether it can be shown to fit the details of that practice. (For example, to say that Deweyian political theory offers a more compelling account of police-community partnerships than pluralism does is in part to claim that the police can and sometimes do take actions that can fairly be interpreted as improving the methods and conditions of debate.) It is also necessary to advance and at least tentatively defend judgments about the appropriateness of police practice in specific cases and to show that those judgments are more consistent with the principles of Deweyian political theory than with pluralism.

This account is obviously a schematic one because it leaves many key questions unanswered. I have only gestured at what exactly it means to say that a constructive interpretation “fits” a practice, and I have ignored difficult questions such as how to choose between two interpretations of a practice when both of them seem to fit. By way of reference, the field of legal philosophy has engaged in an extensive debate about these issues (e.g., Dworkin 1985). My goal here is simply to suggest in broad outline how police research might follow the model of legal inquiry to investigate the difficult questions that value pluralism raises.

CONCLUSION

It should not be surprising if the model of legal inquiry is at least as relevant for police research as the model of experimental research in medicine: Policing is, after all, a legal institution. Indeed, some part of this knowledge has already been developing in the legal world through decisions about the constitutionality of different police practices. This article has proposed that such inquiry needs to be extended further into the operation of police departments than that part covered by constitutional law because many aspects of police decision-making can usefully be subjected to a scrutiny that is both empirical and normative. As Klockars (1996) has pointed out for the specific case of excessive force, legal requirements often set only minimal standards that good police work should aspire to exceed. In other cases, the law provides no guidance at all about important police decisions (Kelling 1996). In still other cases, the courts have chosen to lay down standards for the police
eventhough they are unable to do so adequately only because the police have not assumed enough responsibility themselves (Remington 1965). Scholarship of the sort that this article has described would help to fill these voids and to develop and refine the structures of practical reasoning that are so crucial in an environment of value pluralism.

These suggestions should not be read as arguments against the study of the impacts that different criminal justice interventions have (providing that the field asks those questions broadly enough to encompass all the relevant values without reducing everything but “crime reduction” to an undifferentiated group of “financial and other costs” that are themselves evaluated quite weakly). Part of the professional knowledge of a good police officer will surely consist of the sort of instrumental knowledge that researchers like Sherman have developed so skillfully. But there is always a danger that this research could undermine other important aspects of policing by crowding them out of our conception of what good police work consists of. Overuse of the medical model for police research (at least, as that model has been portrayed among criminal justice scholars) carries precisely this danger. Because that type of research only develops instrumental knowledge, its findings cannot speak to the full range of police concerns.

Even if the experimental agenda were carried to its unlikely conclusion, an irreducible area of ambiguity would remain because experimentation can never dictate how police should reassemble the pieces of value that it has taken apart to study. The area of ambiguity that will always remain involves the normative questions of how to think about each of the different values and how to think about the trade-offs among them. In a field plagued by value pluralism, these are among the most pressing problems that research and practice confront. They cannot be solved through experimental research into the impact of different interventions, but they can be approached through philosophical and qualitative research, perhaps through the model of legal research that this article has described.

NOTES

1. This article will mostly focus on Lawrence Sherman’s work because he has been among the most articulate and thoughtful proponents of the medical model. But the same metaphor underlies many other treatments of criminal justice research. For example, Alfred Blumstein and Joan Petersilia (1995) have argued that criminal justice should emulate medicine, which they see as the exemplar of a field in which practitioners value empirical research highly. They contrasted the medical field in this respect with the legal profession, in which “every case is addressed in its own terms” and in which “the search for generalizable knowledge that is the essence of empirical research—and that should provide a basis for public policy—is not a central aspect of legal professional work” (p. 471). This critique is not entirely fair, and because the point is relevant to a
central claim in this article, it is necessary to address it briefly here. Judicial opinions do lead to the development of knowledge about how abstract principles apply in particular cases (not just the case at hand but others that are more like it than any case that has come before), and the principles themselves evolve in the course of their application. Both developments involve the creation of new generalizable knowledge. It would be more precise to say that legal knowledge alone tends not to develop causal knowledge, but causal knowledge is not the only type of knowledge that should provide the basis for public policy (Rein 1976).

2. Nathan Glazer (1974) gave this point a more institutional expression 30 years ago, suggesting that the level of value pluralism in a professional field influences its intellectual organization. Glazer focused especially on what he called “the schools of the minor professions” (including schools of social work, urban planning, education, and divinity), arguing that the inability of those fields to settle on a “fixed and unambiguous end” made it difficult for them to develop a fixed content of professional training. Medicine, by contrast, was, according to Glazer, “disciplined by an unambiguous end-health,” which “settles men’s minds” and identifies “a base of knowledge which is unambiguously indicated as relevant for professional education,” namely, knowledge about how best to promote health (p. 363). Glazer’s influential analysis suffered from several weaknesses, including a failure to recognize the existence of knowledge other than instrumental knowledge and an overly simple view of the ends of the major professions—including medicine, in which the value of health is not always as clear and predominant as he suggested. Nevertheless, he was surely correct to suggest that clear and simple ends make it easier to develop a professional curriculum based on conventional science.

3. In truth, and contrary to the suggestion of Glazer (1974), even doctors can rarely avoid value pluralism. The value of health is surely a predominant concern for much of medical practice, but it is neither an exclusive goal nor always an unambiguous one. Particularly as technology has extended our ability to prolong life, “health” has increasingly become a contested concept, and its relationship to quality of life has blurred (Mordacci and Sobel 1998; Toulmin 1988). Moreover, the last part of the twentieth century witnessed a growing recognition that values other than health (including justice, autonomy, and quality of life) should play significant roles in medical decisions (Cassell 2000). All of these developments mean that even doctors cannot make their decisions solely on the basis of instrumental knowledge about the effects of a treatment on health. They must obviously consider whether a treatment is likely to cure the disease it is designed to cure, and instrumental knowledge helps them to make that judgment. But they must also consider issues of quality of life, pain management, cost, appropriate levels of risk, patient autonomy, and even justice (Brock 1991; Buchanan 1991; Cassell 2000). The need for doctors to grapple with the way in which these values apply to treatment decisions has driven a renaissance in the field of medical ethics (Toulmin 1982). Moreover, even within the experimentalist fold, it has led to critiques of existing methods for assessing the value of treatments. For example, one group of health economists has criticized conventional cost-effectiveness analysis in medicine for neglecting many ethical considerations, such as a special concern for alleviating the most extreme suffering. In response, these scholars have proposed a more encompassing calculus designed to capture those values (Gold et al. 1996; Menzel et al. 1999; for a critique of this general strategy, see Tribe 1972). For these reasons, a picture of the medical model of research that only includes randomized experiments that investigate survival rates or other health effects is incomplete. Even those who accept the conclusion that knowledge about policing should look like knowledge about medicine should not restrict themselves to experimental research, at least as it is usually practiced today.

Nevertheless, the image of experimental research driving medical practice may have some truth to it, at least as a historical matter. Toward the end of the 1950s, the medical field became more and more specialized and more and more committed to a narrow concept of health, indeed, to a focus on the proper functioning of individual organs. It was precisely in this
environment that scientific medicine flourished, and the public image of medicine became tied to its bases in experimental research. Eric Cassell (2000), a prominent critic of this development, explained that “with increasing knowledge about science and medicine, the public bought into medical definitions of treatment, improvement, and cure—largely devoted to parts of the patient rather than to the person of the patient.” Given this technical definition of the doctor’s role, the findings of medical science became a doctor’s most important tool: “It is not doctors, one might guess from the attitude of the public, but their scientific knowledge and technology that diagnose, treat, and cure” (p. 15).

4. Similar problems arise where arrest is not recommended. For example, if research concluded that counseling best reduced the risk of domestic violence recidivism, police still might decide to make arrests on desert grounds. This is a generic problem that plagues public health approaches to crime prevention because those approaches do not assign just condemnation to deplorable acts (Moore 1995).

Note that von Hirsch himself might well reject my application of the desert principle to policing, for he viewed his theory specifically as a theory of punishment—not as a theory of the criminal justice system in general (von Hirsch 1993). He has been particularly critical of the idea that it applies before adjudication on the grounds that desert does not apply until a person has been judged legally guilty (von Hirsch 1985). But that view depends on a highly legalistic conception of guilt, and it would lead to obvious violations of proportionality among the sentences of those who are factually (as opposed to legally) situated similarly (cf. Thurow 1970).

5. The problem is that hospital decision-making does regularly involve values other than health. For example, city hospitals that accept uninsured patients on equity grounds may end up with a more difficult caseload of patients who have only come to them in extremis, lacking proper preventative medicine and therefore suffering from more acute forms of disease. These hospitals will then have worse “success” rates even if their doctors are equally skilled.

6. The most common exceptions are studies that focus on fear reduction and order maintenance (e.g., Mazerolle, Kadleck, and Roehl 1998; Pate et al. 1989).

7. Legal sociologist Donald Black (who has had an important influence on many policing scholars) is one example of a scholar who has taken this position. Black (1973) accepted the validity of what he called “impact” studies—studies “that compare reality to legal ideals with a very plain and specific operational meaning,...[that is,] a statute whose purpose is rather clearly discernible or a judicial decision unambiguously declarative of policy. The Miranda decision, for example” (p. 43). But he firmly criticized anything less well specified, where ideals are ambiguous or inconsistent:

Sociologists, however, may launch these implementation studies where legislation or judicial opinion is considerably more ambiguous than in Miranda. In such instances, the ‘impact’ may be difficult to measure. What must be done, for example, to implement In re Gault? Though it is generally recognized that Gault guarantees to juvenile suspects constitutional rights previously accorded only to adults, the extent of these juvenile rights is not at all clear. Hence it becomes difficult, if not impossible, to identify the degree to which Gault has been implemented. (Pp. 43-44)

Even worse, Black felt, are studies in which sociologists try to “compare legal reality to an ideal grounded in neither statutory nor case law,” such as “rule of law,” “arbitrariness,” and so on (p. 44). In Black’s view, science should not approach such subjects at all, or else it should reduce them to “impact” studies by simplifying the relevant ideals. The problem is that none of Black’s criticisms suggests that it is not important to investigate these difficult questions—whether the law is arbitrary, what In re Gault has wrought, or the status in practice of any number of vague and conflicting legal and social ideals. Black did not deny this, but he did deny that sociologists
or anyone else claiming title to the mantle of science are the right people to study these questions. But in reality, who else will take up the charge? And who should: Is it better to have no one but advocates research these questions? Is there no place for a commitment to impartiality, rigor, and systematic inquiry—even if as elusive ideas—in the study of such centrally important social questions?

8. Interestingly, one student of medical ethics articulated this same connection between qualitative research and some forms of ethical analysis (Hoffmaster 1992). His proposal for research that is both empirical and normative speaks to the disillusionment some medical ethicists have felt over scholarship that remains at the level of philosophical abstractions. Often, that type of purely normative analysis develops principles that do not apply in a straightforward way to concrete situations. Investigating normative judgments in context may offer more promise (Jonsen and Toulmin 1988).

9. In contrast to the other fields of normative inquiry listed in the text, the law can often point to the institutional pedigree of a decision to legitimize it (Hart 1994). But as Ronald Dworkin (1977) has pointed out, institutional pedigree cannot do all the work it is sometimes claimed to do in the legal system, in part because some court decisions will inevitably come to be seen as mistakes.

10. The discussion in the text has drawn a sharp distinction between these two theories of legal interpretation, and that is how the literature on the subject has usually viewed them. But in practice, the two views sometimes look very similar: Dworkin’s best legal interpretations are steeped in a detailed account of legal practice (e.g., Dworkin 2000), and Sunstein (1996) explicitly has allowed for the development of broad principles in some situations. Indeed, these two legal scholars have recently come to fairly broad agreement about some central points of interpretive theory. See especially the fairly civil dialogue between Dworkin (1997) and Sunstein (1997) associated with Dworkin’s Order of the Coif lecture.
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THE EFFECTS OF SUBSTANCE USE ON SPECIFIC TYPES OF CRIMINAL OFFENDING IN YOUNG MEN
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This study examined the causal relationship between substance use and delinquency. Subjects were 596 males aged 16 to 19 from Buffalo, New York. Two interviews were conducted 18 months apart. Cross-lagged and synchronous structural equation panel models were fit for both early and late onset of delinquency groups with five types of delinquency: minor, general, serious, property, and violent offenses. The results showed a significant difference between early-onset and late-onset groups concerning the relationship between substance use and delinquency. Early-onset models showed no causal relationship between substance use and delinquency. The late-onset models showed that minor offenses have significant lagged and synchronous positive effects on drug use, drug use exhibited significant lagged and synchronous positive effects on general offenses, and drinking has significant lagged and synchronous negative effects on property offenses. The implications of these findings are discussed.

The question of the causal relationship between substance abuse and criminal offending has bedeviled researchers. Common sense suggests that substance abuse might promote criminal behavior and vice versa. Although a positive correlation is one of the most reliable results obtainable in criminology, the causal relationship has proved difficult to demonstrate. Goldstein (1985) described three classes of causal connection between substance use and crime: (1) The short- or long-term effect of the drug causes proneness to criminal behavior; (2) remunerative crimes are committed to get money for drugs, and (3) violent conflict and robbery are among those involved with the drug trade.

Pieces of the puzzle have at least partially fallen into place. Under Goldstein’s (1985) first type of causal connection, the short-term effect of
alcohol seems to promote aggressive or violent behavior. Alcohol in low
doses has been shown to increase aggressive behavior in rodents and mon-
keys (e.g., Miczek and Thompson 1983). In human experimental situations,
alcohol has been shown to enhance such indicators of aggression as the will-
ingness, if provoked, to administer (what the subject believes to be) a heavy
electric shock to another person (Bennett, Buss, and Carpenter 1969).
Nonexperimental studies have also indicated an alcohol/violence link.
Zhang, Wieczorek, and Welte (1997) found that heavy drinking was posi-
tively associated with violent offending in young males who also display hos-
tility and deviant attitudes. Fagan, Hansen, and Jang (1983) reported that the
severity of spouse abuse was positively associated with alcohol use but nega-
tively associated with other substance use. Wieczorek and Welte (1994)
showed that use of alcohol by the assailant was positively associated with the
extent of injury to the victim. Parker (1995) conducted a longitudinal analysis
of the relationship between alcohol availability and homicide in which U.S.
cities were the units of analysis. A positive effect of alcohol availability on
homicide rates was found, particularly in high-poverty cities.

Falling under Goldstein’s (1985) second classification, there is also sub-
stantial evidence that heroin addiction promotes property crime to raise
money to support the heroin habit. In a classic study, Ball et al. (1981) fol-
lowed Baltimore heroin users for more than 10 years. They reported rates of
remunerative crime six times higher when the user’s habits were at peak level
than when they were abstinent. Similar results have been found in studies in
other cities (Altschuler and Brounstein 1991; Wilson and Herrnstein 1985;
for a detailed review of related studies, see Chaiken and Chaiken 1990). And,
of course, falling under Goldstein’s third pathway, theft and violence associ-
ated with the drug business itself is well documented (Johnson et al. 1990).

Direct causation of criminality by drug use includes the possibility of
long-term effects. The panel study is one of the methods commonly used by
social scientists to sort out long-term causal relationships in a nonexperimen-
tal setting. Because repeated measures allow the examination of changes
within each subject, the temporal order of changes in the states of different
variables can be determined. Earlier states of the same variable can be held
constant. Researchers have naturally used this method to attack the causal
thicket of alcohol, drugs, and crime. An early effort was that of Johnston,
O’Malley, and Eveland (1978), who followed a high school class of 1969 five
times from ages 15 through 23. They demonstrated that delinquency differ-
ces between drug users and nonusers existed before drug use began.
Cross-lagged correlations of drugs-delinquency and delinquency-drugs were
similar. Their conclusion was that nonaddictive use of drugs does not cause
drug users to become “the more delinquent people we know them to be on the
average.” They saw the reverse as more plausible—that “delinquency leads to
drug use,” and they hypothesized that delinquent peer groups might be responsible. Speckart and Anglin (1986) used structural equation modeling with a “two-wave, two-variable” approach to study adult narcotics users in a longitudinal study with a one-year lag between waves. They found no prediction of property crime in wave 2 by narcotics use in wave 1 or vice versa. They concluded that one year was too great a time lag between waves and that a much shorter lag might demonstrate a causal effect of narcotics use on remunerative crime.

Elliott, Huizinga, and Menard (1989) conducted an extensive analysis of data from the National Youth Survey concerning the issue of cross causality among substance use, delinquency, and mental health problems. They concluded that “these results offer little support for the idea that drug use leads to crime, either in the long term . . . or more immediate time frame” (p. 189). They added that alcohol use does appear to be implicated in rape and aggravated assault. Newcomb and McGee (1989) employed a two-wave panel study of high school students with one year between the waves. They found that drinking at wave 1 increased criminal behavior at wave 2, even when sensation seeking was held constant as a background factor. No influence of criminal behavior at wave 1 on drinking at wave 2 was found. Dembo et al. (1994) published a two-wave structural model with juvenile detainees as subjects and one year between waves. Family problems, peer’s troubled behavior, alcohol/drug use, and delinquent behavior were included in both waves. They failed to find the wave 1 alcohol/drug to wave 2 delinquency path to be significant. In fact, they found no cross-lagged paths to be significant. Stacy and Newcomb (1995) studied young adults (72 percent female) with eight years between waves. In their structural equation model, the drug path from drug use in adolescence to criminal deviance in adulthood was significant. Apospori et al. (1995) studied Dade County, Florida sixth and seventh graders with a year between waves. They found that for the White teenagers, deviance predicted subsequent drug use. Drug use did not predict delinquency for any racial/ethnic group.

These studies are fairly representative of the literature as a whole. Some conclusions might be drawn from these studies of adolescents and young adults. First, there are inconsistent findings regarding the causal relationship between substance use and criminal behavior. Some studies have provided evidence for the relationship, whereas others have not. Second, these studies suggest that the causal relationship is dynamic and reciprocal rather than unidirectional. Substance use may increase the probability of crime involvement, and crime may lead to substance abuse. Third, the causal relationship may be contingent on the characteristics of population that is under study. For some groups, the relationship may be significant, and for others it may not.
Building on these previous studies, the present analysis represented an effort to further examine the causal relationship between substance use and criminal behavior by undertaking a longitudinal study of substance use and criminal behavior in young men. First, we formulated two models, a cross-lagged model and a synchronous model, to capture the dynamic and reciprocal relationship between substance use and delinquency (see Figures 1 and 2). The cross-lagged model specified lagged reciprocal effects between drinking, drug use, and delinquency. The synchronous model assessed a simultaneous reciprocal relationship between drinking, drug use, and delinquency. These models allowed us to simultaneously examine the effect of substance use on delinquency and the effect of delinquency on substance use.

Second, the present study tested the proposed cross-lagged and synchronous models with both early-onset delinquents and late-onset (or nondelinquent) young males and compared the results. The inconsistent findings of previous studies imply that the relationship between substance use and criminal behavior may operate differently in different groups. Many previous studies have focused on within-individual variations in substance use and criminal behavior across time. It is also important to assess between-group differences in the relationship between substance use and delinquency (Loeber and Le Blanc 1990).

We assessed the between-group difference for the proposed models by selecting a critical variable—age of onset of delinquency—to split our sample. There is a theoretical and empirical basis for thinking that age of onset of delinquency might moderate the relationship between substance abuse and criminal offending. Recently, Moffitt (1993, 1997) framed a developmental taxonomy of criminal offenders. She proposed, and provided empirical support for, two types of antisocial careers. The life-course-persistent type originates in childhood, continues throughout life, and corresponds roughly to the notion of a sociopath. It is a pathological condition that originates with neuropsychological problems and poor parenting in early childhood. The adolescence-limited type originates in adolescence and tends to desist in young adulthood. It is not pathological and originates in a “maturity gap”—trying to be more mature than possible in adolescence. Moffitt (1993) wrote, “For delinquents whose criminal activity is confined to the adolescent years, the causal factors may be proximal, specific to the period of adolescent development, and theory must account for the discontinuity in their lives” (p. 674). Although Moffitt allowed that both life-course-persistent and adolescence-limited delinquents can be “ensnared” by alcohol and drug abuse, the life-course-persistent type maintains antisocial behavior throughout life. It is reasonable to hypothesize that alcohol and drug use in adolescence would delay the “maturing out” of the adolescence-limited delinquent. This implies
that the relationship between substance use and delinquency should be more significant for late-onset adolescents than early-onset ones. In Moffit’s formulation, the early-onset delinquent is similar to the person with weak self-control described by Gottfredson and Hirschi (1990). Gottfredson and Hirschi specify self-control as a general construct, established in early childhood, that provides an explanation of all criminal, deviant, and reckless acts. Criminal acts and other imprudent behaviors should not be causally related because these acts and behaviors share a common cause—low self-control.

For both theories, early onset delinquency is a manifestation of psychopathy or low self-control that develops in early childhood. The relationship
among the various deviant acts of early-onset delinquents is explained as spurious—caused in common by a latent personality trait. However, in the absence of a permanent antisocial trait, various deviant acts of late-onset adolescents may be causally related. Therefore, age of onset of delinquency is an important variable to differentiate adolescent populations.

There is a large body of studies that have addressed the effect of early onset of delinquency on later delinquency, sociopathy, and substance abuse (for a detail review of these studies, see Loeber and Le Blanc 1990). Consistent with both Moffitt’s (1993, 1997) and Gottfredson and Hirschi’s (1990) theories, these studies have documented that “many chronic offenders tend to have experienced an early onset of problem behavior and delinquency” (Loeber and Le Blanc 1990:397). These chronic offenders often have poor socialization and troubles in early childhood that result in psychopathic personality traits (e.g., Loeber, Stouthamer-Loeber, and Green 1991). Their trajectory of criminal career significantly differs from that of late-onset adolescents. They constitute a distinct group that has attracted the attention of researchers and also has attracted efforts at social control (Blumstein, Cohen, and Farrington 1988; Blumstein et al. 1986).

In sum, the present study first formulated two models (cross lagged and synchronous) to capture the dynamic and reciprocal relationship between substance use and delinquency as previous studies implied. Second, this study conjectured that the dynamics of substance use and delinquency might differ between early-onset delinquents and late-onset (or nondelinquent) adolescents. The major hypothesis of the present study is that the causal relationship between substance use and delinquency should be more significant for the late-onset adolescents than the early-onset ones.

**DATA AND METHOD**

*Study Design*

The present study used data from the Buffalo Longitudinal Survey of Young Men (BLSYM). The BLSYM was a panel study of adolescent substance use and delinquency with a probability sample of 625 males aged 16 to 19 from Buffalo, New York. These males were selected by random digit dial, oversampling areas with high crime rates, and screening by telephone to further oversample delinquents. The oversampling from high-crime areas was accomplished as follows. In a pilot study, we had previously established that young males who live in high-crime districts will self-report more criminal behavior. To estimate the crime rates for the local telephone districts, we overlaid crime rate information obtained from local authorities onto a map of
telephone districts obtained from the New York Telephone Company. Using a specialized computer program, we then generated a telephone sample with higher sampling fractions in high crime areas. This telephone sample was subsequently fed to the Research Institute’s Computer Assisted Telephone Interview (CATI) system. Telephone screening was done by asking the potential respondent nine questions known to be correlated with delinquent behavior (e.g., repeated a grade, got into many fights when age 8-11, absent parent). If they answered three or more in the delinquent direction, we attempted to recruit them; otherwise, a recruitment attempt was made a random one third of the time. These methods represented an intelligent compromise between an equal probability general population sample, which might not contain enough deviant behavior to analyze, and an institutional sample, which might contain serious ascertainment bias.

Face-to-face structured interviews were conducted by trained interviewers at the Research Institute on Addictions. The first-wave interviews were conducted from October 1992 through January 1994. Second-wave interviews were conducted with 596 respondents approximately 18 months after their first-wave interview. The sample attrition rate was 4.6 percent for the second wave. This sample attrition rate had no substantial effect on the representativeness of the sample (for a brief description of the sample at wave 1, see Table 1).

One major purpose of the BLSYM was to investigate the role of substance use in intensifying and prolonging delinquent behavior. To achieve this purpose, the survey selected a male sample with an age range of 16 to 19 years. As previous studies indicated (e.g., Farrington 1983), males commit far more delinquent acts than females and commit particularly high proportions of the most physically threatening crimes. Males also have much higher rates of substance use than females (e.g., Vaillant 1983). Therefore, the effect of substance use on the maturing out of delinquency is more likely to be significant for males. The survey included rich information about substance use and delinquency involvement that allowed us to assess the proposed models for early-onset and late-onset groups.

Variables

All variables in the present study were measured on the basis of respondents’ self-reports of their substance use and delinquent acts. We used alcohol consumption and drug use separately in this analysis because drinking and drug use may have different links with criminal acts. Three composite indicators were constructed for the latent variable that reflects alcohol consumption: the average alcohol consumption in drinks per day for the past year, the proportion of days on which the respondent drank five or more
drinks, and the total number of Diagnostic and Statistical Manual of Mental Disorders (American Psychiatric Association 1987) \((DSM-III-R)\) signs and symptoms displayed in the past year. The average alcohol consumption was constructed from quantity and frequency questions for six forms of alcohol: beer, malt liquor, wine, wine coolers, fortified wine, and liquor. The \(DSM-III-R\) signs and symptoms were determined using the Diagnostic Interview Schedule questions (Robins et al. 1989). Similarly, we created three composite indicators of the drug use latent variable. They were the total instances of use of any illicit drug in the past year, total negative consequences from marijuana use in the past year, and total negative consequences from illicit drug use other than marijuana use in the past year.

Delinquency was conceptualized in five types for analysis: minor, general, index, property, and violent offenses. It was speculated that the dynamics of substance use and delinquency might differ for different types of delinquent acts. For instance, as the disinhibition assumption argues, people who use alcohol heavily might be more likely to be involved in violence but not in

### TABLE 1: Description of Sample at Wave 1 (in percentages)

<table>
<thead>
<tr>
<th></th>
<th>Entire Sample</th>
<th>Early Onset of Delinquency</th>
<th>Late and No Onset of Delinquency</th>
<th>Chi-Square</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Race</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>49</td>
<td>51</td>
<td>47</td>
<td>Not significant</td>
</tr>
<tr>
<td>Black</td>
<td>45</td>
<td>43</td>
<td>46</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>6</td>
<td>6</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16-17</td>
<td>55</td>
<td>56</td>
<td>54</td>
<td>Not significant</td>
</tr>
<tr>
<td>18-19</td>
<td>45</td>
<td>44</td>
<td>46</td>
<td></td>
</tr>
<tr>
<td><strong>Income</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than $15,000</td>
<td>34</td>
<td>35</td>
<td>33</td>
<td>Not significant</td>
</tr>
<tr>
<td>$15,000 or more</td>
<td>66</td>
<td>65</td>
<td>67</td>
<td></td>
</tr>
<tr>
<td><strong>Alcohol</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Abstain</td>
<td>24</td>
<td>17</td>
<td>32</td>
<td>&lt; .0001</td>
</tr>
<tr>
<td>Less than 2 drinks/day</td>
<td>45</td>
<td>46</td>
<td>43</td>
<td></td>
</tr>
<tr>
<td>2 drinks/day or more</td>
<td>31</td>
<td>37</td>
<td>25</td>
<td></td>
</tr>
<tr>
<td><strong>Drugs in past year</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 times</td>
<td>48</td>
<td>38</td>
<td>58</td>
<td>&lt; .0001</td>
</tr>
<tr>
<td>1-20 times</td>
<td>25</td>
<td>30</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>21+ times</td>
<td>22</td>
<td>32</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td><strong>Crimes in past year</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-5</td>
<td>29</td>
<td>13</td>
<td>46</td>
<td>&lt; .0001</td>
</tr>
<tr>
<td>6-50</td>
<td>31</td>
<td>36</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>51+</td>
<td>40</td>
<td>51</td>
<td>28</td>
<td></td>
</tr>
</tbody>
</table>
property crime because “alcohol was thought to loosen behavioral constraints by affecting specific brain centers or intellectual capacities” (Collins 1988:109; also see Fagan 1990:290-93; Welte and Miller 1987:314). Previous studies (e.g., Huizinga, Menard, and Elliott 1989) indicated that minor delinquency was a cause of illicit drug use. We adopted 34 items of delinquency from the National Youth Survey (Elliott, Huizinga, and Ageton 1985) to measure these five latent constructs: minor, general, index, property, and violent offenses. The minor (8 items), general (18 items), and index (8 items) variables are mutually exclusive subscales that comprise all 34 items and were defined by Elliott et al. (1985). The property (12 items) and violent (6 items) are subscales that we invented by simply examining the content of the items. These two scales do not overlap with each other but do overlap with the minor, general, and index scales. These delinquency items showed substantial internal consistency reliability. The 34 items analyzed together had a Cronbach’s alpha of .85. The subscales, of course, had lesser reliability depending on the number of items. They ranged from .76 for the general delinquency scale with 18 items down to .49 for the minor delinquency scale with only 8 items.

We constructed three measured variables for each of the latent variables by aggregating the raw items. The latent variable for minor delinquency was represented by theft, disorderly or rowdy acts, and miscellaneous minor delinquency. General delinquency was represented by theft, vice, and miscellaneous general delinquency. Index crime was represented by theft, violent acts, and miscellaneous index crimes. Property delinquency was represented by index property crimes, general property crimes, and minor property crimes. Violent delinquency was represented by aggravated assault, rape, gang fights, and hitting someone. We used a log transformation to normalize the distribution of each of these composite indicators.

Age of onset of delinquency was measured by asking respondents about how old they were when they first committed any of the 34 items of delinquency. There is no universally recognized standard to distinguish between early and late onset of delinquency. We follow previous studies that used the ages of 12 or 13 as the dividing line (Cohen 1986; Farrington 1983; Tolan 1987). The age of onset variable was coded so that respondents who had an onset at age 12 or younger were placed in the early-onset group; those with onset of 13 or older were placed in the late-onset group. Those (14.6 percent) who never committed any delinquent acts were also included in the late-onset group.

In addition to these primary variables, the present study also included several important control variables: age, race, and family socioeconomic status.
These variables may have confounding effects on the relationship between substance use and delinquency. Race was a dummy variable (1 = White; 0 = non-White, including Black, Asian, American Indian, and mixed race). Age was measured in years. Family SES was based on adolescent family income and parental education. Both family income and parental (father and mother, respectively) education were expressed as variables ranging from 1 to 9 (1 = $6,000 or less to 9 = $90,000 or more for family income and 1 = less than high school graduate to 9 = Ph.D. or professional degree for parental education). We averaged these two measures to create a variable for family SES.

*Structural Equation Panel Models*

The aim of our analysis was to detect reciprocal relationships between drinking/drug use and criminal offending. To pursue this aim, we used two structural equation models shown in Figures 1 and 2 (Finkel 1995). Figure 1 shows the cross-lagged model. It contained all possible paths from deviance latent variables (i.e., alcohol, drugs, and crime) in wave 1 to the analogous variables in wave 2 so that influence of drinking/drug use on criminal offending or criminal offending on drinking/drug use 18 months later could be detected by the emergence of a significant coefficient. Figure 2 demonstrates the synchronous model, designed to detect causal influence of one deviance variable on another around the same time within wave 2. Readers familiar with the use of structural equation models for panel analysis will realize that much is not shown in Figures 1 and 2. The observed variables that are linked with the latent alcohol, drug, and crime variables are described above. Also included in the models, but not shown in the figures, were error terms for each observed variable and covariances between each of these error terms and its opposite number in the other wave. Paths ran from each background variable to the deviance variables in both waves, which was not shown explicitly to avoid cluttering. Alcohol consumption, drug use, and delinquent acts were measured in both waves. The background variables were measured at wave 1.

Ten panel models were fit by doing group analysis (early vs. late onset of delinquency) for each type of delinquency, five for the cross-lagged model and five for the synchronous model. In a panel model, each wave 2 variable is considered while controlling for its own wave 1 value as well as the effects of the background control variables. Amos (version 3.6, Arbuckle 1997) was used to estimate the proposed models. Maximum likelihood was used as a method of fitting the models.
RESULTS

Before doing group analysis of the proposed models, we first estimated the models for the entire sample with the five types of delinquency. No significant paths were found between drinking/drug use and any of the delinquency types for both cross-lagged and synchronous models when the effects of background control variables were held constant.

Next, we assessed the between-group differences of the proposed cross-lagged and synchronous models for early-onset and late-onset groups of the sample with different types of delinquency. For minor offenses with the cross-lagged model (see Table 2), the results showed no significant path between minor offenses and drinking/drug use for the early-onset group (see the left-hand side of Table 2). In contrast, for the late-onset group, minor offenses at wave 1 significantly and positively affected drug use at wave 2 ($b = 0.89$; see the part in the right-hand side of Table 2). Amos has a feature that allows us to test the significance of this path difference for the two groups. The results indicate that the late-onset group has a significant difference from the early-onset group for this path coefficient, meaning that minor offenses significantly influence later drug use only for the late-onset group (see the rightmost column of Table 2 for this significant difference).

Analyses of the cross-lagged model with general offenses and property offenses were performed next. For the late-onset group, drug use had a significant lagged effect on general offenses ($b = 0.07$), whereas for the early-onset group, drug use had no such effect (see Table 3). A significance test of this path for the two groups indicated that the path approaches significance but does not reach the $p < .05$ level. For property offenses, two significant paths were found for the late-onset group (see Table 4). Property offenses at wave 1 significantly and positively affected drug use at wave 2 ($b = 1.38$), and there was a significant and negative effect of drinking at wave 1 on property offenses at wave 2 ($-0.07$). In comparison, no lagged effect was found for the early-onset group. The significance of the two paths for the two groups was tested. The path from drinking to property offenses was significantly different between the two groups. However, there was no significant difference between the two groups in the path from property offenses to drug use, although it was significant within the early-onset group.

Our estimates of the synchronous model with minor, general, and property offenses produced similar results (see Tables 5, 6, and 7). Minor offenses had a significant effect on drug use in the same wave ($b = 1.26$), drug use exhibited a significant effect on general offenses in the same wave ($b = 0.08$), and drinking influenced property offenses significantly and negatively within the same wave ($b = -0.10$). All these paths had a significant difference between
<table>
<thead>
<tr>
<th>Predetermined Variable</th>
<th>Alcohol Consumption 1</th>
<th>Drug Use 1</th>
<th>Minor Offense 1</th>
<th>Alcohol Consumption 1</th>
<th>Drug Use 1</th>
<th>Minor Offense 1</th>
<th>Path Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alcohol consumption 2</td>
<td>0.57*</td>
<td>0.03</td>
<td>0.11</td>
<td>0.64*</td>
<td>–0.02</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.09)</td>
<td>(0.05)</td>
<td>(0.14)</td>
<td>(0.09)</td>
<td>(0.05)</td>
<td>(0.12)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.60]</td>
<td>[0.05]</td>
<td>[0.06]</td>
<td>[0.70]</td>
<td>[–0.04]</td>
<td>[0.04]</td>
<td></td>
</tr>
<tr>
<td>Drug use 2</td>
<td>–0.14</td>
<td>0.86*</td>
<td>–0.22</td>
<td>–0.38</td>
<td>0.76*</td>
<td>0.89*</td>
<td>Significant, p &lt; 0.05</td>
</tr>
<tr>
<td></td>
<td>(0.23)</td>
<td>(0.15)</td>
<td>(0.33)</td>
<td>(0.23)</td>
<td>(0.14)</td>
<td>(0.32)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[–0.08]</td>
<td>[0.86]</td>
<td>[–0.07]</td>
<td>[–0.27]</td>
<td>[0.89]</td>
<td>[0.33]</td>
<td></td>
</tr>
<tr>
<td>Minor offense 2</td>
<td>–0.04</td>
<td>0.03</td>
<td>0.61*</td>
<td>–0.06</td>
<td>0.06</td>
<td>0.74*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.09)</td>
<td>(0.04)</td>
<td>(0.22)</td>
<td>(0.07)</td>
<td>(0.04)</td>
<td>(0.15)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[–0.07]</td>
<td>[0.09]</td>
<td>[0.64]</td>
<td>[–0.14]</td>
<td>[0.21]</td>
<td>[0.83]</td>
<td></td>
</tr>
</tbody>
</table>

NOTE: $\chi^2 = 588.738; df = 300;$ goodness-of-fit index = 0.913; comparative fit index = 0.942; $N = 596.$ Standardized errors are reported in parentheses; standardized parameter estimates are reported in brackets; age, race, and family socioeconomic status are included in the estimate, but their effects are not reported in the table. Significant stability coefficients are found for each latent construct of drinking, drug use, and minor offense, but they are also not reported in the table. *$p < .05.$
TABLE 3: Unstandardized and Standardized Parameter Estimates of the Cross-Lagged Model of the Relationship between Substance Use and General Offense for Two Groups Divided by the Age Onset of Delinquency

<table>
<thead>
<tr>
<th>Predetermined Variable</th>
<th>Dependent Variable</th>
<th>Early</th>
<th></th>
<th>Late</th>
<th></th>
<th>Path Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Alcohol Consumption 2</td>
<td>0.58*</td>
<td>0.01</td>
<td>0.10</td>
<td>0.67*</td>
<td>-0.02</td>
</tr>
<tr>
<td></td>
<td>(0.09)</td>
<td>(0.06)</td>
<td>(0.19)</td>
<td>(0.09)</td>
<td>(0.06)</td>
<td>(0.21)</td>
</tr>
<tr>
<td></td>
<td>[0.61]</td>
<td>[0.03]</td>
<td>[0.05]</td>
<td>[0.72]</td>
<td>[-0.04]</td>
<td>[0.00]</td>
</tr>
<tr>
<td>Drug use 2</td>
<td>-0.22</td>
<td>0.88*</td>
<td>-0.04</td>
<td>-0.22</td>
<td>0.84*</td>
<td>0.12</td>
</tr>
<tr>
<td>General offense 2</td>
<td>0.08</td>
<td>-0.01</td>
<td>0.350*</td>
<td>-0.03</td>
<td>0.07*</td>
<td>0.51*</td>
</tr>
<tr>
<td></td>
<td>(0.04)</td>
<td>(0.03)</td>
<td>(0.11)</td>
<td>(0.03)</td>
<td>(0.03)</td>
<td>(0.10)</td>
</tr>
<tr>
<td></td>
<td>[0.20]</td>
<td>[-0.02]</td>
<td>[0.46]</td>
<td>[-0.08]</td>
<td>[0.33]</td>
<td>[0.57]</td>
</tr>
</tbody>
</table>

NOTE: $\chi^2 = 607.203; df = 300;$ goodness-of-fit index = 0.913; comparative fit index = 0.949; $N = 596$. Standardized errors are reported in parentheses; standardized parameter estimates are reported in brackets; age, race, and family socioeconomic statuses are included in the estimate, but their effects are not reported in the table. Significant stability coefficients are found for each latent construct of drinking, drug use, and general offense, but they are also not reported in the table.

*p < .05.*
TABLE 4: Unstandardized and Standardized Parameter Estimates of the Cross-Lagged Model of the Relationship between Substance Use and Property Offense for Two Groups Divided by the Age Onset of Delinquency

<table>
<thead>
<tr>
<th>Predetermined Variable</th>
<th>Age Onset of Delinquency</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Early</td>
<td>Late</td>
<td>Path Difference</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcohol consumption 2</td>
<td>0.61*</td>
<td>0.64*</td>
<td>-0.18</td>
<td>-0.04</td>
<td>0.37</td>
</tr>
<tr>
<td>(0.09)</td>
<td>(0.05)</td>
<td>(0.08)</td>
<td>(0.05)</td>
<td>(0.25)</td>
<td></td>
</tr>
<tr>
<td>[0.64]</td>
<td>[0.07]</td>
<td>[0.70]</td>
<td>[-0.07]</td>
<td>[0.10]</td>
<td></td>
</tr>
<tr>
<td>Drug use 2</td>
<td>-0.16</td>
<td>0.83*</td>
<td>0.06</td>
<td>-0.21</td>
<td>0.71*</td>
</tr>
<tr>
<td>(0.23)</td>
<td>(0.15)</td>
<td>(0.76)</td>
<td>(0.19)</td>
<td>(0.14)</td>
<td>(0.54)</td>
</tr>
<tr>
<td>[-0.10]</td>
<td>[0.83]</td>
<td>[0.01]</td>
<td>[-0.15]</td>
<td>[0.81]</td>
<td>[0.24]</td>
</tr>
<tr>
<td>Property offense 2</td>
<td>0.02</td>
<td>0.59*</td>
<td>-0.07*</td>
<td>0.01</td>
<td>1.02*</td>
</tr>
<tr>
<td>(0.04)</td>
<td>(0.02)</td>
<td>(0.15)</td>
<td>(0.03)</td>
<td>(0.02)</td>
<td>(0.13)</td>
</tr>
<tr>
<td>[0.09]</td>
<td>[-0.08]</td>
<td>[0.53]</td>
<td>[-0.27]</td>
<td>[0.08]</td>
<td>[1.02]</td>
</tr>
</tbody>
</table>

NOTE: \(\chi^2 = 637.941; df = 300; \) goodness-of-fit index = 0.908; comparative fit index = 0.937; \(N = 596.\) Standardized errors are reported in parentheses; standardized parameter estimates are reported in brackets; age, race, and family socioeconomic statuses are included in the estimate, but their effects are not reported in the table. Significant stability coefficients are found for each latent construct of drinking, drug use, and property offense, but they are also not reported in the table.

* \(p < .05.\)
TABLE 5: Unstandardized and Standardized Parameter Estimates of the Synchronous Model of the Relationship between Substance Use and Minor Offense for Two Groups Divided by the Age Onset of Delinquency

<table>
<thead>
<tr>
<th>Predetermined Variable</th>
<th>Alcohol Consumption 2</th>
<th>Drug Use 2</th>
<th>Minor Offense 2</th>
<th>Alcohol Consumption 2</th>
<th>Drug Use 2</th>
<th>Minor Offense 2</th>
<th>Path Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age Onset of Delinquency</td>
<td>Early</td>
<td>Late</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcohol consumption 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td>(0.06)</td>
<td>(0.10)</td>
<td>(0.07)</td>
<td>(0.20)</td>
<td>[0.04]</td>
<td>[0.07]</td>
<td></td>
</tr>
<tr>
<td>Drug use 2</td>
<td>-0.26</td>
<td>-0.32</td>
<td>-0.47</td>
<td></td>
<td>[-0.06]</td>
<td>[1.26]*</td>
<td>Significant, $p &lt; .05$</td>
</tr>
<tr>
<td></td>
<td>(0.42)</td>
<td>(0.58)</td>
<td>(0.33)</td>
<td>(0.44)</td>
<td>[0.15]</td>
<td>[0.41]</td>
<td></td>
</tr>
<tr>
<td>Minor offense 2</td>
<td>-0.06</td>
<td>0.03</td>
<td>-0.05</td>
<td>0.08</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.15)</td>
<td>(0.05)</td>
<td>(0.09)</td>
<td>(0.04)</td>
<td>[-0.11]</td>
<td>[0.23]</td>
<td></td>
</tr>
</tbody>
</table>

NOTE: $\chi^2 = 588.738; df = 300;$ goodness-of-fit index = 0.913; comparative fit index = 0.942; $N = 596.$ Standardized errors are reported in parentheses; standardized parameter estimates are reported in brackets; age, race, and family socioeconomic status are included in the estimate, but their effects are not reported in the table. Significant stability coefficients are found for each latent construct of drinking, drug use, and minor offense, but they are also not reported in the table.

$^*p < .05.$
<table>
<thead>
<tr>
<th>Predetermined Variable</th>
<th>Alcohol Consumption 2</th>
<th>Drug Use 2</th>
<th>General Offense 2</th>
<th>Alcohol Consumption 2</th>
<th>Drug Use 2</th>
<th>General Offense 2</th>
<th>Path Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alcohol consumption 2</td>
<td>—</td>
<td>0.02</td>
<td>0.28</td>
<td>—</td>
<td>−0.03</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.06)</td>
<td>(0.51)</td>
<td>(0.10)</td>
<td>(0.06)</td>
<td>(0.51)</td>
<td>(0.10)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.03]</td>
<td>[0.11]</td>
<td>[0.04]</td>
<td>[0.03]</td>
<td>[0.11]</td>
<td>[0.04]</td>
<td></td>
</tr>
<tr>
<td>Drug use 2</td>
<td>−0.38</td>
<td>—</td>
<td>−0.02</td>
<td>−0.32</td>
<td>—</td>
<td>0.24</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.46)</td>
<td>(1.48)</td>
<td>(0.31)</td>
<td>(0.46)</td>
<td>(1.48)</td>
<td>(0.31)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[−0.21]</td>
<td>[−0.01]</td>
<td>[−0.21]</td>
<td>[−0.21]</td>
<td>[−0.01]</td>
<td>[−0.21]</td>
<td>[0.05]</td>
</tr>
<tr>
<td>General offense 2</td>
<td>0.13</td>
<td>−0.01</td>
<td>—</td>
<td>−0.01</td>
<td>0.08*</td>
<td>—</td>
<td>Significant, p &lt; .05</td>
</tr>
<tr>
<td></td>
<td>(0.07)</td>
<td>(0.04)</td>
<td>(0.04)</td>
<td>(0.07)</td>
<td>(0.04)</td>
<td>(0.04)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.32]</td>
<td>[−0.03]</td>
<td>[0.35]</td>
<td>[0.32]</td>
<td>[−0.03]</td>
<td>[0.35]</td>
<td></td>
</tr>
</tbody>
</table>

NOTE: $\chi^2 = 607.203; df = 300;$ goodness-of-fit index $= 0.913;$ comparative fit index $= 0.949; N = 596.$ Standardized errors are reported in parentheses; standardized parameter estimates are reported in brackets; age, race, and family socioeconomic status are included in the estimate, but their effects are not reported in the table. Significant stability coefficients are found for each latent construct of drinking, drug use, and general offense, but they are also not reported in the table.

*p < .05.
<table>
<thead>
<tr>
<th>Age Onset of Delinquency</th>
<th>Predetermined Variable</th>
<th>Alcohol Consumption 2</th>
<th>Drug Use 2</th>
<th>Property Offense 2</th>
<th>Alcohol Consumption 2</th>
<th>Drug Use 2</th>
<th>Property Offense 2</th>
<th>Path Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Early</td>
<td>Alcohol consumption 2</td>
<td>0.04</td>
<td>0.00</td>
<td>0.00</td>
<td>0.04</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Drug use 2</td>
<td>0.41</td>
<td>0.00</td>
<td>0.00</td>
<td>0.41</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Property offense 2</td>
<td>0.04</td>
<td>0.00</td>
<td>0.00</td>
<td>0.04</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Late</td>
<td>Alcohol consumption 2</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Drug use 2</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Property offense 2</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

NOTE: \( \chi^2 = 637.941; \text{df} = 300; \text{goodness-of-fit index} = 0.908; \text{comparative fit index} = 0.937; N = 596. \) Standardized errors are reported in parentheses; standardized parameter estimates are reported in brackets; age, race, and family socioeconomic status are included in the estimate, but their effects are not reported in the table. Significant stability coefficients are found for each latent construct of drinking, drug use, and property offense, but they are also not reported in the table.

\( ^* p < .05. \)
the two groups. Although property offenses had a significant effect on drug use in the same wave ($b = 1.42$), the path difference was not significant between the two groups.

However, estimates of both cross-lagged and synchronous models with index and violent offenses indicated that no significant paths were found, meaning that there was no relationship between drinking/drug use and either of these offense types for either group. The between-group difference did not operate for these two types of offenses as it did for the others.

In addition, for each model with different types of offenses, all latent constructs of drinking, drug use, and offense exhibited significant stability coefficients from waves 1 to 2 so that drinking, drug use, and offenses remained fairly stable across the 18 months between waves. For the sake of clear organization, the stability coefficients have been omitted from the tables showing the synchronous models (Tables 5-7). They were in all cases virtually identical to the corresponding coefficients in the cross-lagged model (Tables 2-4).

Finally, because background control variables—age, race, and family SES—were included in each model with each type of offense, these demographic variables exhibited some effects on drinking, drug use, and criminal offending. The effects of these demographic variables on the wave 1 values of drinking, drug use, and criminal offending are shown in Table 8. For example, race had a significant effect on drinking in both the early- and late-onset groups—Whites drank more than non-Whites. Age significantly and positively influenced drinking and drug involvement. Most interestingly, SES was related negatively to most of the problem behavior variables but only in the late-onset group. For late-onset young males, higher SES members exhibited less drinking, drug use, and delinquency. For the early-onset males, social class did not make any difference.

**SUMMARY AND DISCUSSION**

Building on previous studies, the present study assessed the between-group difference in the relationship of substance use to delinquency by using two structural equation panel models—a cross-lagged model and a synchronous model. Following an implication of the work of Moffitt (1993, 1997), we hypothesized that the relationship between substance use and delinquency may be different between early-onset and late-onset delinquents. Using data from the BLSYM, we performed group comparison analyses with the panel models with different types of delinquency as the dependent variables. Several findings emerged.

First, our estimates of the proposed models for the entire sample provide no support for the assertion that substance abuse and criminal offending
significantly influence each other when the effects of demographic variables are held constant. This result is consistent with the findings of most, but not all, similar studies. This result is also consistent with a possible acute influence of alcohol or drugs that are in the offender’s system at the time of the act, particularly if this influence was on the severity of criminal acts and not on their incidence. As mentioned in the introduction, this seems to be the case for the alcohol/violence relationship.

Second, our group analyses of the data indicate a consistent pattern for both cross-lagged and synchronous models with minor, general, and property offenses. For early-onset males, no significant relationship was found between substance use and any of these types of delinquency. In contrast, for the late-onset males, the data indicated several significant relationships between substance use and different types of delinquency. Minor delinquency has both lagged and synchronous positive effects on drug use, suggesting that minor delinquent acts promote future drug use. Drug use has both a lagged and synchronous positive impact on general delinquent offenses. Commission of property offenses has both a lagged and synchronous influence on drug use, whereas drinking has both lagged and synchronous negative effects on property offenses. Tests of path difference indicated that all these effects were significantly different between the two groups except the

<table>
<thead>
<tr>
<th></th>
<th>Early</th>
<th>Late</th>
</tr>
</thead>
<tbody>
<tr>
<td>SES Alcohol 1</td>
<td>0.02</td>
<td>-0.12*</td>
</tr>
<tr>
<td>SES Drug 1</td>
<td>0.00</td>
<td>-0.18*</td>
</tr>
<tr>
<td>SES Minor offense 1</td>
<td>0.00</td>
<td>-0.07</td>
</tr>
<tr>
<td>SES General offense 1</td>
<td>-0.09</td>
<td>-0.16*</td>
</tr>
<tr>
<td>SES Property offense 1</td>
<td>0.00</td>
<td>-0.06</td>
</tr>
<tr>
<td>Race Alcohol 1</td>
<td>0.27*</td>
<td>0.24*</td>
</tr>
<tr>
<td>Race Drug 1</td>
<td>0.06</td>
<td>0.12</td>
</tr>
<tr>
<td>Race Minor offense 1</td>
<td>0.17*</td>
<td>0.02</td>
</tr>
<tr>
<td>Race General offense 1</td>
<td>-0.18*</td>
<td>-0.01</td>
</tr>
<tr>
<td>Race Property offense 1</td>
<td>0.16*</td>
<td>0.23*</td>
</tr>
<tr>
<td>Age Alcohol 1</td>
<td>0.21*</td>
<td>0.27*</td>
</tr>
<tr>
<td>Age Drug 1</td>
<td>0.15*</td>
<td>0.19*</td>
</tr>
<tr>
<td>Age Minor offense 1</td>
<td>-0.16*</td>
<td>0.08</td>
</tr>
<tr>
<td>Age General offense 1</td>
<td>-0.03</td>
<td>0.07</td>
</tr>
<tr>
<td>Age Property offense 1</td>
<td>-0.27*</td>
<td>-0.01</td>
</tr>
</tbody>
</table>

NOTE: These parameters are taken from the six models in Tables 2 through 4, which are generated by crossing three types of crime with the early and late onset groups. These parameters are identical in cross-lagged and synchronous models, and the alcohol and drug parameters are identical in the models for each crime type. Redundant parameters are shown once.

*p < .05.
lagged and synchronous affects of property offenses on drug use. At the risk of being repetitive, let us note again that these significant causal effects of substance abuse on criminal offending, and vice versa, were all found among late-onset delinquents. There were no such effects among early-onset delinquents, suggesting that for them, the strong correlations among these various manifestations of deviance are spurious and probably attributable to the influence of a latent antisocial personality trait that was established in early childhood and is stable in late adolescence. These significant group differences in the dynamics of substance use and delinquency are consistent with our hypothesis that the relationship between substance use and delinquency is more likely to be causal for the late-onset males than for the early-onset males. Among the late-onset males, deviant behavior is less a function of a stable long-term personality trait and more a function of their specific life circumstances at a given time. Engaging in minor offenses is likely to promote drug use by providing the entree to a delinquent subculture in which drugs are more accessible and acceptable. This effect would, of course, be stronger on late-onset adolescence-limited delinquents because the life-course-persistent offender does not require social pressure or permission for deviant acts. Our results also show that drug use in turn increases the probability of more serious delinquency in the form of general offenses. It is plausible that drug use might delay the maturing out from delinquency by rendering the young male less desirable to prospective employers or female partners, thus helping to ensnare him longer in the delinquent lifestyle. This would only be the case for late-onset delinquents who are, in Moffitt’s (1993, 1997) term, adolescence limited. The life-course-persistent offender does not, by definition, mature out. The positive effect of property crime on drug use might be simply economic—the property offenses supply the money for drugs. The negative effect of drinking on property offenses is more problematic, and interpretation is necessarily speculative. Perhaps chronic alcohol use makes the young male seem a less reliable crime partner—an effect documented by the work of Cordilia (1985). As a limitation of our findings, we should note that these statistically significant effects in the late-onset group were relatively small in magnitude. Their standardized coefficients ranged in absolute value from .24 to .41. Even among late-onset males, a large portion of the covariance between substance involvement and criminal offending was probably due to common predispositions.

This study found no indication of a causal relationship between substance use and index or violent crime. This may be because by the time a young offender (even an adolescence-limited one) has progressed to the most serious crimes, his criminal career has a life of its own and is no longer causally connected to substance use. Our failure to find any positive effect of alcohol on violent offending is slightly surprising but explainable. In these analyses,
we are not dealing with the acute effects of substance use on behavior. Our synchronous analyses are based on substance involvement during the same one-year period as the criminal offending but do not imply that the respondent had the substance in his system when he committed the act. As mentioned above, a substantial part of the alcohol and violence literature supports the notion that alcohol influences the severity of violent acts but does not cause violent acts that would not have occurred otherwise.

It is interesting to note that SES had a negative effect on delinquency and substance involvement only in the late-onset group. We might speculate that, all other things being equal, the lower class males are more likely to be exposed to a deviant social environment. The early-onset males have established patterns of deviant behavior and have found their niche in a deviant subculture; for them, social class makes no difference.

In summary, the findings of the present study suggest that the relationship of substance use and delinquency depends on the type of offender and also on the type of offense. The alcohol/drug/crime nexus is contingent on the characteristics of the group under study. Second, the relationship between substance use and delinquency is reciprocal rather than unidirectional. Substance use and delinquency may influence each other, depending on the nature of the substance and the delinquent acts. Finally, the dynamic between substance use and delinquency is less pronounced for the more serious types of delinquency. Serious offenses may have other connections with drugs, such as drug trafficking rather than drug use. Further research is needed to address these issues.
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This study looks at the relationship between risky behavior in traffic and criminal behavior. Analyses were based on a random sample of 1531 persons involved in traffic accidents. The data came from two independent police databases: the accident registration system and a national database on offending. Descriptions of the accidents by the police were used to identify individuals who had displayed risky traffic behavior contributing to or causing an accident; evidence of offending was based on a register of contacts with police. This methodology meant that there was no self-selection bias or self-report bias as may occur in survey data. Exposure to traffic accident risk was controlled for. Log-linear analyses, controlling for gender and age, revealed that persons who displayed risky traffic behavior leading to the accident had an odds ratio of 2.6 for having a police record for violent crime; of 2.5 for vandalism, 1.5 for property crime, and 5.3 for having been involved in traffic crime. The results were consistent with the idea of a common factor underlying risky behavior in traffic and criminal behavior. This underlying trait may represent a general disregard for the long term adverse consequences of one’s actions and could be labeled risk-taking, impulsiveness, or lack of self-control.

An important issue in the social sciences concerns the extent to which behavior in specific situations can be understood in terms of more general traits or behavioral tendencies. This study examined the issue of cross-situational...
consistency, specifically with regard to the relationship between criminal behavior and risky behavior in the traffic environment. We hypothesized that both criminal behavior and risky behavior in traffic reflect a general tendency for risk taking, by which we mean not taking appropriate account of the possibility of negative consequences of one’s actions. To test this hypothesis, information was used from a random sample of 1,000 accidents registered by the traffic police. Most accidents involve more than one participant. We compared the criminal records of those participants identified from the police report as contributing to the accident by risky driving with those who could be considered passive victims. The study design was unique in avoiding selection bias in the data or in the measures used. The design also controlled for risk of accident purely because of amount of exposure to traffic. Different types of crime were examined, and driving under the influence of alcohol (DUI) was controlled for as a possible intervening variable.

The cross-situational consistency of behavior is a theme that has been discussed not only in criminology but also in related fields such as social psychology, personality research, and traffic research (for reviews, see Bem and Allen 1974; Bem and Funder 1978; Burton 1963; Chaplin and Goldberg 1985; Conley 1984; Epstein and O’Brien 1985; Krahé 1990; Mischel and Peake 1982; Peake and Mischel 1984; Pervin 1989, 1994). In the field of criminology, the debate on the cross-situational consistency of behavior has been formulated mostly as a problem of specialization versus generality of types of crime committed (Gottfredson and Hirschi 1990).

Gottfredson and Hirschi (1990) have argued, within the framework of their self-control theory, that human behavior is consistent across various situations. They propose that individuals with low self-control have a high probability of succumbing to the temptations of short-term pleasures with little regard for the long-term negative consequences. As a result, they are likely to be involved in many forms of risky behavior and suffer from the negative consequences of these behaviors, such as divorce, employment instability, illnesses, and accidents.

Several studies have reported a fair degree of generality in risky behavior consistent with self-control theory (Arneklev et al. 1993; Brownfield and Sorensen 1993; Forde and Kennedy 1997; Gibbs and Giever 1995; Gibbs, Giever, and Martin 1998; Grasmick et al. 1993; Keane and Arnold 1996; Longshore, Turner, and Stein 1996; Nagin and Paternoster 1994; Paternoster and Brame 1998; Paternoster and Simpson 1996; Piquero and Tibbetts 1996; Polakowski 1994; Pratt and Cullen 2000; Sorensen and Brownfield 1995; Tittle 1995; Wood, Pfefferbaum, and Arneklev 1993), including one that investigated driving behavior (Keane, Maxim, and Teevan 1993).

Accident involvement is a potentially useful index of risky traffic behavior, and several studies have reported a relationship between accident
involvement and antisocial behavior. Research in the United States, the Netherlands, Sweden, and Canada has indicated a relatively strong relation between accidents and crime (Farrington and Junger 1995; Glueck and Glueck 1950; Hansen 1988; Junger and Wiegersma 1995; Lawton et al. 1997; Robins 1966; Sivak 1983; Tillman and Hobbs 1949; West 1997; West, Elander, and French 1993; West and Farrington 1977; West et al. 1997; Yeager and Ottnow-Lewis 1990). For example, Junger, Terlouw, and van der Heijden (1995) found that among nondelinquent children, only 28 percent reported accident involvement, whereas among the most delinquent children, this figure was 72 percent. The relation was monotonic: The higher the involvement in delinquent behavior, the higher the likelihood of having been involved in an accident. The relation also held after controlling for age, gender, and different types of criminal behavior (violence, vandalism, and property crime).

The problem with these studies is that most of them could not control for alcohol use and for exposure to accident risk (although some controlled for exposure: Soderstrom, Birschbach, and Dischinger 1990; Soderstrom, Dischinger, Ho, and Soderstrom 1993; West 1997; and West, Train, Junger West, and Pickering 1998). It is possible that both of these factors (alone or in combination) might be sufficient to explain the covariation between crime and accidents (Deery and Love 1996; Huizinga and Jacob-Chien 1998; Moskowitz and Burns 1990; Oei and Kerschbaumer 1990; Ross 1992; Soderstrom et al. 1993; Stroebe and Stroebe 1995; Wick 1992). Furthermore, the relationship between accidents and crime could also be the result of the differential exposure of criminals to traffic. Thus, the relatively high exposure of criminals to traffic (Agniew and Petersen 1989; Hirschi 1969; Junger and Wiegersma 1995; Paternoster and Brame 1998; West and Farrington 1977) may be sufficient to explain the relationship between crime and accidents.

There were several advantages to the present methodology over previous studies. It controlled for exposure to accident risk by comparing individuals who were both involved in the accident, one as perpetrator and the other as victim.

Second, our study did not rely on self-reports from individuals involved. It therefore avoided bias arising from nonresponse (criminals are harder to reach for an interview; see Junger-Tas and Haen-Marshall 1999). It also avoided a self-presentation bias (Moskowitz 1982; Pervin 1994). Third, the present study was based on two completely separate sources of information so there was no possibility for contamination of the measure of risky behavior with the crime measures.
METHOD

Study Design

A random sample was drawn of 1,000 out of nearly 10,000 accidents in The Hague, the Netherlands, registered in 1994 in the police accident registration system. A search was then made on individuals identified from the accident reports in the separate police National Database on Offenders (NDO). This database records all individuals charged with a criminal offence, whether or not they were subsequently convicted.

A total of 1,843 traffic users were involved in the 1,000 accidents (passengers were not included). Fifty-one persons involved in an accident could not be identified from the accident forms and therefore could not be traced in the NDO. Twenty persons were older than 79 years of age, and 13 were younger than 12 years, and because the NDO only covers people between the ages of 12 and 79, these were excluded. A further 93 hit-and-run drivers could not be identified, and 2 accidents were judged to be caused by dogs. In addition, 4 persons found in the accident registration system could not be traced from the original accident forms (this was necessary for the coding of risky behavior). Overall, this left a total of 1,660 persons for analyses. For 40 of them, their age was unknown; for another 3, gender was unknown; and for 86, both age and gender were unknown. As a result, information on 903 accidents involving 1,181 men and 350 women was used: a total of 1,531 persons.

Measures

Risky behavior in traffic. Risky traffic behavior was defined as behavior immediately preceding the accident and that probably contributed to the accident. It was assessed from the standard forms that police officers complete when they are at the scene of an accident. It includes speeding, right-of-way violations, ignoring traffic signals, DUI, illegal passing, tailgating, cutting in, and driving the wrong way down a one-way street. Information such as not being insured or not wearing a seatbelt was not considered as risky traffic behavior because the risk taken was not a potential cause of the accident.

The risky behaviors were not, in most cases, criminal violations. Thus, driving too fast for the conditions or too close to the vehicle in front were common causes of accidents but not in themselves illegal acts.

An exception to this rule, obviously, was DUI. However, the fact that a police officer mentions alcohol use in the accident registration form means that he suspects alcohol use, but this does not indicate whether the traffic user had a blood alcohol concentration greater than the legal limit of 0.5 percent in the Netherlands.
In fact, none of the accidents in the data set led to criminal prosecution, even for DUI. Nevertheless, we constructed two scales of risky behavior, one with and one without DUI to be certain that the findings would not be caused merely by DUI, and repeated the analyses for both scales.

Our measure of risky behavior was different from the attribution of legal responsibility. It has been customary for police officers filling in accident registration forms to fill in as the first party involved the name of the, in their view, most responsible person and, as the second party involved, the less responsible traffic user. This leads to an automatic division, at least in cases of accidents with two parties involved, of 50 percent “guilty” and 50 percent nonguilty parties. The logic in this reporting system is the legal system and relates to possible civil law claims and insurance repayments. It does not necessarily relate to the goal of the present study, which was recording risk taking and not legal responsibility. We thought that it was plausible that, in some cases, accidents might be the result of two parties taking risks, whereas many accidents may occur in which none of the parties involved took a risk but might be the result of, for example, lack of experience of one of the parties involved. The present study required a system that would allow for this possibility and that would not be determined by a legal system that generally requires a guilty party.

Discussion with the staff involved in the maintenance of the accident registration system suggests that police officers filling in the accident forms probably tend to underreport risky behavior. In part, this is due to the difficulty of knowing what happened. For example, because the police usually arrive at the scene of the accident after it happened, it is hard to know if one of the parties involved drove too fast. It is known that there is some underreporting of alcohol use (Mathijssen 1997). Hence, the risky behavior measure in all probability underestimates the true amount of risky behavior in traffic.

Two researchers each coded half of the accidents. For a reliability check, both coded 100 accidents, and in these cases there was 100 percent agreement on whether there was evidence of risk taking.

Crime. To measure crime, the NDO was used. A first distinction was made between traffic crime and all other crime. The following measures on criminal behavior were composed. Traffic crime consists of criminal offenses falling under traffic law (excluding joyriding; see below) and includes DUI, hit-and-run accidents, driving after having received a disqualification to drive, refusing a blood test, or failing to stop for a signal of a police officer, causing an accident resulting in serious injury or death, and other traffic crime. This last category consists of various types of traffic crime such as vehicle defects or forgery of driving documents. Traffic violations are not
registered in this system. As a result, the measure of traffic crime does not overlap with the measure of risky behavior, with the exception of DUI. This problem was dealt with by repeating the findings based on the entire sample and on a sample that excludes DUI drivers.

Crimes defined under the criminal law were subdivided into (1) violent crime, all crimes involving aggression toward other persons (assault, aggravated assault, murder, attempted murder, verbal violence, robberies) and sexual crime (e.g., rape and incest); (2) vandalism, the destruction of property and arson; (3) property crime, including fraud, trade in stolen goods and all nonviolent forms of theft, burglary, and joyriding; (4) other crime, mainly involved with dealing in drugs, the illegal possession of firearms, and a very heterogeneous set of other offenses. All crime measures were dichotomies (0 = no police contacts, 1 = police contacts). These offenses fall under the Dutch criminal law, and, for ease of presentation, we refer to them as “criminal law offenses.” It excludes DUI and status offenses (such as curfew offenses and running away from home; status offenses are not defined as a crime in the Netherlands).

The NDO registers keep offenses in the database for a limited number of years, depending on their seriousness. For example, DUI is kept for 5 years whereas murder is kept for 30 years (I.T. Organisatie 1995). In addition, if an offender stays criminally active, his or her entire record will be kept in the NDO. As a result, the record of individuals in the NDO is a crude measure of criminal activity according to the time since the latest police contact, the seriousness, and the frequency of the offender’s criminal activity. For this reason, all crime measures had two versions: an “ever” measure and a measure of crime during the past 5 years.

It should be noted that the accident registration system and the NDO are two completely independent systems that are operated by different departments within the police force. It is almost impossible for information coming from one system to be influenced by information found in the other. Both systems are incompatible, and it took the researchers considerable effort to trace persons recorded in one system (in this case, the accident registration system) and verify whether they were known in the other system (in this case, the NDO). We believe, therefore, that we have two completely independent measures of the tendency to take risks in traffic and the tendency to commit crime.

Control variables. It was anticipated that both sex and age would be related to the occurrence of risky traffic behavior and to crime. For this reason, all the analyses controlled for sex and age. Information on gender, age, and nationality was available from the accident registration system. Age was coded into four categories. The categories were chosen along the quartiles of the age distribution. Information on nationality may be unreliable, as this
seemed to be of less importance to police officers in completing the accident registration form.

*Overlap between crime and accidents.* It is possible that a particular crime and an accident are both part of the same chain of events. For example, it sometimes happens that a robber leaves the scene of the robbery by car and has an accident or that a youngster steals a car and causes an accident (Tremblay et al. 1995). Such combinations of a crime and an accident in a single chain of events did not occur in this sample.

*Analyses.* Because we were interested in the relationship between criminal behavior and risky traffic behavior with neither of these representing an outcome measure, log-linear analyses were preferred over logistic regression (while recognizing that the underlying mathematical theory is the same in both cases). In the first step, conditional independence models were estimated in which risky behavior was considered to be independent of criminal activity, controlling for age and gender. Subsequently adding the interaction between risky behavior and criminal activity and higher order models, a best model was selected on the basis of improvements of model fit, assessed with the likelihood ratio chi-square statistic. For the selected log-linear model, odds ratios were derived from the parameter estimates (Agresti 1990; see also the appendix). These are appropriate for skewed frequency of data of this kind (Junger, Terlouw, and van der Heijden 1995).

The analyses were undertaken first of all using the entire sample and then repeated for the Dutch in the sample to control for a possible confounding effect of nationality on driving behavior, criminal activity, or both. They were also repeated for a sample excluding individuals identified in police records of the accident as suspected of DUI (Wilson 1992). The same analyses were also repeated for “crime during the last five years” to control for possible selective loss of information due to the fact that the NDO keeps less serious crimes in the system for five years but keeps more serious crimes in the system for a longer period of time (see above). Finally, for the purpose of illustration, we also computed simple cross tabulations and chi-squared values.

**RESULTS**

The sample contained more men than women (see Table 1), as might be expected in a traffic accident sample (Baker et al. 1992). Most persons involved were registered as Dutch (72.9 percent). The median age was 33 years. Most traffic users were driving a car (85.7 percent); others were driving a motorcycle (1.0 percent), a moped (5.8 percent), or a bicycle (5.1 percent).
<table>
<thead>
<tr>
<th>TABLE 1: Characteristics of the Sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td><strong>Total</strong></td>
</tr>
<tr>
<td><strong>Gender</strong></td>
</tr>
<tr>
<td>Male</td>
</tr>
<tr>
<td>Female</td>
</tr>
<tr>
<td><strong>Age</strong></td>
</tr>
<tr>
<td>12-25</td>
</tr>
<tr>
<td>26-33</td>
</tr>
<tr>
<td>34-44</td>
</tr>
<tr>
<td>45-79</td>
</tr>
<tr>
<td><strong>Nationality</strong></td>
</tr>
<tr>
<td>Dutch</td>
</tr>
<tr>
<td>Surinam</td>
</tr>
<tr>
<td>Dutch Antilles</td>
</tr>
<tr>
<td>Turkey</td>
</tr>
<tr>
<td>Morocco</td>
</tr>
<tr>
<td>Other nationality</td>
</tr>
<tr>
<td><strong>Type of risky behavior</strong></td>
</tr>
<tr>
<td>No risky behavior</td>
</tr>
<tr>
<td>Any risky behavior</td>
</tr>
<tr>
<td>Driving under the influence of alcohol (DUI)</td>
</tr>
<tr>
<td>Driving too fast</td>
</tr>
<tr>
<td>Ignoring traffic lights</td>
</tr>
<tr>
<td>Incorrect positioning</td>
</tr>
<tr>
<td>Other type of risky behavior</td>
</tr>
<tr>
<td><strong>Type of crime in police records, ever</strong></td>
</tr>
<tr>
<td>No crime</td>
</tr>
<tr>
<td>Any crime</td>
</tr>
<tr>
<td>Traffic crimes</td>
</tr>
<tr>
<td>Driving under the influence of alcohol (DUI)</td>
</tr>
<tr>
<td>Hit-and-run accidents</td>
</tr>
<tr>
<td>Causing an accident involving serious injury or death</td>
</tr>
<tr>
<td>Other traffic crime</td>
</tr>
<tr>
<td>Criminal law offenses</td>
</tr>
<tr>
<td>Violent crime</td>
</tr>
<tr>
<td>Vandalism</td>
</tr>
<tr>
<td>Property crime</td>
</tr>
<tr>
<td>Other criminal law offenses</td>
</tr>
<tr>
<td><strong>Type of crime in police records, last 5 years</strong></td>
</tr>
<tr>
<td>No crime</td>
</tr>
<tr>
<td>Any crime</td>
</tr>
<tr>
<td>Traffic crimes</td>
</tr>
<tr>
<td>Driving under the influence of alcohol (DUI)</td>
</tr>
<tr>
<td>Hit and run accidents</td>
</tr>
<tr>
<td>Causing an accident involving serious injury or death</td>
</tr>
<tr>
<td>Other traffic crime</td>
</tr>
<tr>
<td>Criminal law offenses</td>
</tr>
</tbody>
</table>
There were 1.5 percent pedestrians, and 0.9 percent was other types of traffic users. In most accidents, two traffic users were involved (57.5 percent), but there were also single-vehicle accidents (37.4 percent). In 4.1 percent of the cases, there were three traffic users involved in the crash, and in 1.0 percent, four or five traffic users were involved.

*Risky Traffic Behavior*

Overall, 12.0 percent of the persons were identified from police reports as having displayed at least one form of risky behavior. Eighteen (1.2 percent) displayed two forms of risky behavior, and for one individual, the police records mention three forms of risky behavior. DUI was the most common form of risky behavior (4.0 percent), followed by driving too fast (2.4 percent), ignoring traffic lights (1.5 percent), and incorrect positioning (1.4 percent; also see Table 1).4

**Preliminary Analyses**

Before continuing to the main analyses, it is worth noting that our sample of road users involved in accidents in general had a high rate of criminal activity (men: 31.0 percent compared with 15.2 percent for the population of The Hague as a whole, $\chi^2(1) = 225.3, p < .001$; women: 11.4 percent versus 3.5 percent, $\chi^2(1) = 63.4, p < .001$). This held for all age groups (see Figure 1).

It is also worth noting that traffic crime and criminal law offenses were related relatively strongly. The odds ratio between traffic crime and all criminal law offenses combined was equal to 8.1. Similar findings held for the subscales (the data can be obtained from first author). In general, participation in one type of crime was related to participation in other types of crime.
Risky Behavior in Traffic and Criminal Behavior

The log-linear analysis shows that risky behavior in traffic was related to all measures of criminal behavior (Table 2). Overall, the fact that someone was involved in crime more than doubled the likelihood that he or she would be involved in risky behavior in traffic. The odds ratio for risky behavior and traffic crime was 5.3; for violent crime, it was 2.6; for vandalism, 2.5; and for property crime, 1.5 (Table 2).

The results also suggest that age influenced the odds ratios of risky behavior and crime. Risky behavior was more strongly related to crime in the older age groups (34 and older) compared with the younger age groups. This increase in the odds ratio according to age was found for each type of crime. However, it was statistically significant only in the case of traffic crime. Gender did not have a significant effect on the relationship between risky behavior in traffic and crime.

When the above analysis was repeated for the Dutch individuals only, the odds ratios were almost identical. When the analysis was again repeated on
<table>
<thead>
<tr>
<th>Type of Crime</th>
<th>N</th>
<th>Overall</th>
<th>12-25 Years</th>
<th>26-33 Years</th>
<th>34-44 Years</th>
<th>45-79 Years</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traffic crime</td>
<td>174</td>
<td>5.3***</td>
<td>4.1* (1.9-8.8)</td>
<td>2.2* (1.0-5.0)</td>
<td>8.6* (3.9-18.9)</td>
<td>10.1* (4.6-22.1)</td>
</tr>
<tr>
<td>Criminal law offenses</td>
<td>341</td>
<td>2.2***</td>
<td>1.8 (1.0-3.1)</td>
<td>1.5 (0.8-3.1)</td>
<td>2.9 (1.4-6.3)</td>
<td>4.9 (2.4-9.9)</td>
</tr>
<tr>
<td>Violent crime</td>
<td>177</td>
<td>2.6***</td>
<td>2.1 (0.1-56.6)</td>
<td>1.9 (0.9-3.9)</td>
<td>3.1 (1.4-7.2)</td>
<td>6.4 (0.2-176.2)</td>
</tr>
<tr>
<td>Vandalism</td>
<td>96</td>
<td>2.5***</td>
<td>1.9 (0.1-41.5)</td>
<td>2.4 (0.1-91.6)</td>
<td>1.4 (0.1-15.4)</td>
<td>7.9 (0.4-175.1)</td>
</tr>
<tr>
<td>Property crime</td>
<td>240</td>
<td>1.5*</td>
<td>1.2 (0.2-5.9)</td>
<td>1.2 (0.6-2.3)</td>
<td>2.4 (1.1-5.2)</td>
<td>2.7 (0.5-13.6)</td>
</tr>
</tbody>
</table>

NOTE: N = 1,531
*p < .05. ***p < .001.
the sample excluding all individuals \((N = 61)\) with DUI as risky behavior, the odds ratios between risky behavior and criminal law offenses remained almost identical. There were two interesting exceptions: the odds ratio for traffic crime dropped from 5.3 to 2.1, a value that was approximately the same as the odds ratio for criminal law offenses, which was 2.2 (see Table 3). Another difference was that the age interaction was less pronounced and did not reach statistical significance.

The results for crime recorded during the past five years were generally similar to those of crime ever recorded, but there were a few differences (see Table 4). No significant age or gender interactions were found. The odds ratio between risky behavior and traffic crime was higher, namely, 8.3 instead of 5.3. The odds ratios for criminal law offenses were almost identical, namely, 2.0 instead of 2.2. The odds ratios for the separate forms of criminal law offenses were slightly lower and varying between 1.6 and 2.1 instead of 1.5 and 2.6. The significance levels were somewhat lower. Generally, the same findings held for the selection of drivers who did not drink before the accident: the odds ratio between traffic crimes and risky behavior dropped markedly. The other odds ratios varied between 2.3 for criminal law offenses and 1.9 for vandalism.

Cross tabulations were computed, illustrating the relationships between various forms of crime and risky behavior with and without DUI (Table 5). As neither gender nor age influenced these relationships substantially, these tables represent the associations relatively well. All the relationships between offending and risky behavior were statistically significant, with the exception of having been charged with hit-and-run accidents. For example, if one looks at criminal law offenses, having been registered for a criminal law offense increased the likelihood of risky behavior—including DUI—from 9.4 percent (no record) to 20.8 percent. Having been registered for a criminal law offense increased the likelihood of risky behavior—without DUI—from 6.9 percent (no record) to 14 percent.

**DISCUSSION**

Controlling for exposure and alcohol use, the findings showed that risky behavior in traffic was related to criminal involvement for the three forms of criminal law offenses included in this study, namely, violent crime, vandalism, and property crime. This supports the idea that behavior is consistent across situations and the idea that there are relatively broad traits underlying diverse forms of behavior including crime (Gottfredson and Hirschi 1990; Osgood et al. 1988; Robins and Wish 1977; Rowe, Osgood, and Nicewander 1990; Tellegen 1991). The evidence from the present study is strong given the
### TABLE 3:  Odds Ratios of Risky Behavior in Traffic and Traffic and Index Crime; Selection of Traffic Users Who Did Not Drink Prior to the Accident, Odds Ratio (95 percent confidence interval)

<table>
<thead>
<tr>
<th>Type of Crime</th>
<th>N</th>
<th>Overall</th>
<th>12-25 Years</th>
<th>26-33 Years</th>
<th>34-44 Years</th>
<th>45-79 Years</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1,470</td>
<td>367</td>
<td>382</td>
<td>363</td>
<td>358</td>
</tr>
<tr>
<td>Traffic crime</td>
<td>135</td>
<td>2.1* (1.2-3.6)</td>
<td>1.6 (0.6-4.7)</td>
<td>0.8 (0.2-2.9)</td>
<td>3.2 (1.0-9.9)</td>
<td>4.9 (1.6-14.9)</td>
</tr>
<tr>
<td>Criminal law offenses</td>
<td>318</td>
<td>2.2*** (1.5-3.3)</td>
<td>1.8 (1.0-3.3)</td>
<td>1.6 (0.8-3.6)</td>
<td>3.8 (1.3-10.6)</td>
<td>4.1 (1.7-9.9)</td>
</tr>
<tr>
<td>Violent crime</td>
<td>163</td>
<td>2.6* (1.7-4.2)</td>
<td>2.1 (0.1-55.0)</td>
<td>1.9 (0.8-4.2)</td>
<td>5.6 (2.1-15.1)</td>
<td>5.3 (0.2-146.1)</td>
</tr>
<tr>
<td>Vandalism</td>
<td>91</td>
<td>3.0* (1.7-5.4)</td>
<td>1.7 (0.1-30.8)</td>
<td>3.6 (0.0-285.6)</td>
<td>1.9 (0.1-47.0)</td>
<td>10.6 (0.6-189.0)</td>
</tr>
<tr>
<td>Property crime</td>
<td>227</td>
<td>1.5 (0.9-2.3)</td>
<td>1.3 (0.2-7.9)</td>
<td>1.3 (0.6-2.9)</td>
<td>2.0 (0.7-5.6)</td>
<td>2.5 (0.4-16.4)</td>
</tr>
</tbody>
</table>

*p < .05. ***p < .001.
fact that, as mentioned above, the measures of the key variables—crime and risky behavior—come from different registrations systems and therefore do not have the problem of shared-method variance, which has been a point much criticized by authors questioning the value of studies supporting cross-situation consistency but that were based on ratings (Mischel 1968; Mischel and Peake 1982; Nisbett and Ross 1991).

Of course, this study could not address the question of what trait or traits underlay the association observed. It could involve risk seeking (Arnett, Offer, and Fine 1997), conventionality-unconventionality (Donovan, Jessor, and Costa 1991), or sensation seeking (Mawson et al. 1996). It may also involve ability to control impulses (Pulkkinen 1982) or an aversion to delay of gratification (Mischel 1981).

There was an interaction with age: The association between risky behavior and crime was weaker for younger individuals. This trend was similar but nonsignificant for violent and property crime. This could be because younger people are generally more likely to commit crimes than older people, and committing a crime is therefore less related to traits and more related to opportunities. It is also possible that our measure of crime, based on the NDO, is influenced by age. For older persons, the police have had more time to build a criminal record, and if persons commit more serious crimes, they will stay in the NDO for a longer time. If one considers NDO as a crude way of measuring an underlying tendency to commit a crime, NDO may provide a more accurate measure of this tendency in older persons and a less accurate measure for younger persons. This might lead to the present age trend. In other words, we measured crime with relatively less error in older persons and relatively more error in younger persons, and more error reduces relationships. A similar reasoning suggests that self-reported delinquency “ever” measures provide a better measurement of the propensity for crime than “last year” measures (Hindelang, Hirschi, and Weis 1981).

### Table 4: Odds Ratios of Risky Behavior and Crime in the Past Five Years, Odds Ratio (95 percent confidence interval)

<table>
<thead>
<tr>
<th>Type of Crime</th>
<th>Total Group</th>
<th>Selection of Traffic Users Who Did Not Use Alcohol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traffic crime</td>
<td>8.3 (5.4-12.8)**</td>
<td>3.1 (1.6-5.8)**</td>
</tr>
<tr>
<td>Criminal law offenses</td>
<td>2.0 (1.3-3.0)**</td>
<td>2.3 (1.5-3.7)**</td>
</tr>
<tr>
<td>Violent crime</td>
<td>2.1 (1.2-3.6)*</td>
<td>2.4 (1.3-4.3)**</td>
</tr>
<tr>
<td>Vandalism</td>
<td>1.6 (0.7-3.8)</td>
<td>1.9 (0.8-4.8)</td>
</tr>
<tr>
<td>Property crime</td>
<td>1.6 (1.0-2.7)</td>
<td>2.0 (1.2-3.5)*</td>
</tr>
</tbody>
</table>

NOTE: N = 1,531.

*p < .05. **p < .01. ***p < .001.
<table>
<thead>
<tr>
<th>Risky Behavior Including DUI</th>
<th>Risky Behavior Without DUI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No Record</td>
</tr>
<tr>
<td>Any crime</td>
<td>1,126 (8.1)</td>
</tr>
<tr>
<td>Traffic crimes</td>
<td>1,361 (9.3)</td>
</tr>
<tr>
<td>Driving under the influence of alcohol</td>
<td>1,428 (9.5)</td>
</tr>
<tr>
<td>Hit and run accidents</td>
<td>1,467 (11.6)</td>
</tr>
<tr>
<td>Causing an accident involving serious injury or death</td>
<td>1,499 (11.4)</td>
</tr>
<tr>
<td>Criminal law offenses</td>
<td>1,189 (9.4)</td>
</tr>
<tr>
<td>Violent crime</td>
<td>1,354 (10.3)</td>
</tr>
<tr>
<td>Vandalism</td>
<td>1,435 (11.1)</td>
</tr>
<tr>
<td>Property crime</td>
<td>1,289 (10.9)</td>
</tr>
</tbody>
</table>

NOTE: N = 1,531. DUI = driving under the influence of alcohol; all tables: chi-square p < .05.

a. Chi-square not significant.
The study also found a positive relationship between risky traffic behavior and traffic crime. This may be interpreted as temporal stability of traffic behavior within the individual. The main traffic crimes in this study—namely, DUI and causing an accident involving serious injury or death—are similar to the measures of risk taking. Only a few studies have looked at the stability of drivers’ records, accidents, and risky behavior, and these found similar results (Brezina 1969; Burg 1970; Robertson and Baker 1975; Soderstrom, Birschbach, and Dischinger 1990; Soderstrom et al. 1993). These findings are in line with the general finding that there is temporal stability for many forms of social behavior (Mischel 1968; Mischel and Peake 1982).

This study probably provides a lower limit to the true magnitude of the relation between risky behavior in traffic and criminal behavior. The reason is that both concepts were measured crudely and were thus subject to random error. It should also be noted that the data relate to only one country at a particular time. Although we believe that the underlying mechanisms should remain similar over time and geographic region, their manifestation in terms of links between observed behaviors may not. This is an issue that merits further exploration.

**APPENDIX**

**Log-Linear Analysis: Principle of the Uniform Association Model**

We used the conditional uniform association model. For a two-way table, the uniform association model can be written as the following:

\[
\log \pi_{ij} = u + u_{i(i)} + u_{j(j)} + \Phi_{ij},
\]

where \(\pi_{ij}\) is the probability for cell \((i, j)\) \((i = 1, \ldots, I; j = 1, \ldots, J)\); \(u, u_{i(i)},\) and \(u_{j(j)}\) are marginal effects. Interest extends to the term \(\Phi_{ij}\) because it is directly related to the log odds ratio as

\[
\log \left( \frac{\pi_{ij}}{\pi_{i'j'}} / \frac{\pi_{i'j}}{\pi_{ij}} \right) = \Phi(i - i')(j - j').
\]

For adjacent cells in the table, the uniform association model states that the log-odds ratio is constant and equal to \(\Phi\) because for adjacent cells, \(i - i' = 1\) and \(j - j' = 1\). The odds ratio is then equal to \(\exp \Phi\). The conditional association model estimates separate parameters \(\Phi\) for each of the eight levels of the stratifying variables, which are here age “\(a\)” (four categories) and sex “\(s\)” Thus, the parameter \(\Phi_{a_s}\) indicates the strength of the association in table \((a, s)\) as measured by the log-odds ratio (for more details, see Agresti 1990).
Table A1 gives the results of log-linear analyses for the uniform association model for the relation between risky behavior and traffic crimes. The fit of the models is determined by the likelihood ratio chi-square. The advantage of this chi-square over Pearson’s chi-square is that models can be compared by subtracting the likelihood chi-squares and degrees of freedom of the models. If an added effect yields a significant difference with a model without that effect, it means that the adding of that effect improves the model. The difference between models 1 and 2 is significant, $G^2(1) - G^2(2) = 66.9; df(1) - df(2) = 1; p = .000$, indicating that there is a relation between risky behavior and nontraffic crimes. Also, the difference between models 4 and 2 is significant, $G^2(2) - G^2(4) = 9.6; df(2) - df(4) = 3; p = .022$, which means that there is also a significant age effect. However, the difference between model 3 and model 2 is not significant, $G^2(2) - G^2(3) = 0.001; df(2) - df(3) = 1; p = .975$, so adding the gender factor to the model does not improve the model significantly.

**TABLE A1: Risky Behavior and Traffic Crimes**

<table>
<thead>
<tr>
<th>Model</th>
<th>$G^2$</th>
<th>df</th>
<th>p</th>
<th>Model</th>
<th>$G^2$</th>
<th>df</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) = no relation</td>
<td>79.0</td>
<td>8</td>
<td>.000</td>
<td>(1)-(2)</td>
<td>66.9</td>
<td>1</td>
<td>.000</td>
</tr>
<tr>
<td>(2) = relation</td>
<td>12.1</td>
<td>7</td>
<td>.098</td>
<td>(2)-(3)</td>
<td>0.0</td>
<td>1</td>
<td>.975</td>
</tr>
<tr>
<td>(3) = (2) + gender effect</td>
<td>12.1</td>
<td>6</td>
<td>.060</td>
<td>(2)-(4)</td>
<td>9.6</td>
<td>3</td>
<td>.022</td>
</tr>
<tr>
<td>(4) = (2) + age effect</td>
<td>2.5</td>
<td>4</td>
<td>.652</td>
<td>(2)-(5)</td>
<td>9.8</td>
<td>3</td>
<td>.020</td>
</tr>
<tr>
<td>(5) = (3) + age effect</td>
<td>2.3</td>
<td>3</td>
<td>.522</td>
<td>(3)-(6)</td>
<td>0.2</td>
<td>1</td>
<td>.648</td>
</tr>
<tr>
<td>(6) = (4) + gender effect</td>
<td>2.3</td>
<td>3</td>
<td>.522</td>
<td>(4)-(7)</td>
<td>2.3</td>
<td>3</td>
<td>.522</td>
</tr>
</tbody>
</table>

**NOTE:** $G^2$ = likelihood ratio chi square.
a. Best model.

**NOTES**

1. This includes pedestrians, motorists, motorcyclists, cyclists, or persons otherwise involved in a traffic accident.

2. It was very unusual at the time of the data collection for police officers to have a Breathalyzer to determine whether the blood alcohol concentration was greater than the legal limit (0.5 percent). Therefore, the mentioning of alcohol use reflects an educated guess on the part of the police officer who filled in the form.

3. Joyriding is usually defined as a property crime in criminological research (Junger-Tas, Terlouw, and Klein 1994). There were nine cases of joyriding. Analyses with and without joyriding as a measure of property crime produce almost identical results. Finally, as mentioned elsewhere, it should be mentioned that in no case was joyriding confounded with an accident registered in the present sample.

4. A study of patients treated at an emergency unit in a hospital (Groningen, the Netherlands) over the past 20 years shows that 8.0 percent of all patients involved in crashes were under the influence of alcohol (Kingma and Klasen 1993). In the present study, this percentage is 4.0. This supports the view, as mentioned above, that alcohol use is underreported on the standard forms completed by the police. This difference, however, could also be (partly) caused by the fact that
alcohol does increase the likelihood of becoming injured in an accident (Simpson and Mayhew 1991) and accordingly to be transported to an emergency unit of a hospital.
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